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Abstract. The aim of this paper is to characterize in broad classes of means the so-called Hardy means, i.e., those means $M: \bigcup_{n=1}^{\infty} \mathbb{R}_n^+ \to \mathbb{R}_+$ that satisfy the inequality

$$\sum_{n=1}^{\infty} M(x_1, \ldots, x_n) \leq C \sum_{n=1}^{\infty} x_n$$

for all positive sequences $(x_n)$ with some finite positive constant $C$. One of the main results offers a characterization of Hardy means in the class of symmetric, increasing, Jensen concave and repetition invariant means and also a formula for the best constant $C$ satisfying the above inequality.

1. Introduction

Hardy’s celebrated inequality (cf. [23], [24]) states that, for $p > 1$,

$$\sum_{n=1}^{\infty} \left( \frac{x_1 + \cdots + x_n}{n} \right)^p \leq \left( \frac{p}{p-1} \right)^p \sum_{n=1}^{\infty} x_n^p,$$

(1.1)

for all nonnegative sequences $(x_n)$.

This inequality, in integral form was stated and proved in [23] but it was also pointed out that this discrete form follows from the integral version. Hardy’s original motivation was to get a simple proof of Hilbert’s celebrated inequality. About the enormous literature concerning the history, generalizations and extensions of this inequality, we recommend four recent books [30], [31], [44], and [46] for the interested readers.

In this paper, we follow the approach in generalizing Hardy’s inequality of the paper [62]. The main idea is to rewrite (1.1) in terms of means.


Keywords and phrases: Mean, Hardy mean, Hardy constant, Hardy inequality, quasi-arithmetic mean, Kedlaya mean, Gini mean, Gaussian product of means.
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First, replacing $x_n$ by $x_n^{1/p}$ and $p$ by $1/p$, we get that
\[
\sum_{n=1}^{\infty} \left( \frac{x_1^p + \cdots + x_n^p}{n} \right)^{1/p} \leq \left( \frac{1}{1-p} \right)^{1/p} \sum_{n=1}^{\infty} x_n
\]
(1.2)
for $0 < p < 1$. This inequality was also established for $p < 0$ by Knopp [28]. Taking the limit $p \to 0$, the so-called Carleman inequality (cf. [10]) can also be derived:
\[
\sum_{n=1}^{\infty} \frac{p^n}{x_1 \cdots x_n} \leq e \sum_{n=1}^{\infty} x_n.
\]
(1.3)

It is also important to note that the constants of the right hand sides of the above inequalities are the smallest possible. For further developments and historical remarks concerning inequality (1.3), we refer to the paper Pečarić–Stolarsky [49].

Now define for $p \in \mathbb{R}$ the $p$th power (or Hölder) mean of the positive numbers $x_1, \ldots, x_n$ by
\[
P_p(x_1, \ldots, x_n) := \begin{cases} \left( \frac{x_1^p + \cdots + x_n^p}{n} \right)^{1/p} & \text{if } p \neq 0, \\ \sqrt[n]{x_1 \cdots x_n} & \text{if } p = 0. \end{cases}
\]
(1.4)
The power mean $P_1$ is the arithmetic mean which will also be denoted by $A$ in the sequel.

Observe that all of the above inequalities are particular cases of the following one
\[
\sum_{n=1}^{\infty} M(x_1, \ldots, x_n) \leq C \sum_{n=1}^{\infty} x_n,
\]
(1.5)
where $M$ is a mean on $\mathbb{R}^+$, that is, $M$ is a real valued function defined on the set $\bigcup_{n=1}^{\infty} \mathbb{R}_n^+$ such that, for all $n \in \mathbb{N}$, $x_1, \ldots, x_n > 0$,
\[
\min(x_1, \ldots, x_n) \leq M(x_1, \ldots, x_n) \leq \max(x_1, \ldots, x_n).
\]

In the sequel, a mean $M$ will be called a Hardy mean if there exists a positive real constant $C$ such that (1.5) holds for all positive sequences $x = (x_n)$. The smallest possible extended real value $C$ such that (1.5) is valid will be called the Hardy constant of $M$ and denoted by $\mathcal{H}_\infty(M)$. Due to the Hardy, Carleman, and Knopp inequalities, the $p$th power mean is a Hardy mean if $p < 1$. One can easily see that the arithmetic mean is not a Hardy mean, therefore the following result holds.

**Theorem 1.1.** Let $p \in \mathbb{R}$. Then, the power mean $P_p$ is a Hardy mean if and only if $p < 1$. In addition, for $p < 1$,
\[
\mathcal{H}_\infty(P_p) = \begin{cases} (1-p)^{-\frac{1}{p}} & \text{if } p \neq 0, \\ e & \text{if } p = 0. \end{cases}
\]
The notion of power means is generalized by the concept of quasi-arithmetic means (cf. [24]): If $I \subseteq \mathbb{R}$ is an interval and $f : I \to \mathbb{R}$ is a continuous strictly monotonic function then the quasi-arithmetic mean $M_f : \bigcup_{n=1}^{\infty} I^n \to \mathbb{R}$ is defined by

$$M_f(x_1, \ldots, x_n) := f^{-1}\left(\frac{f(x_1) + \cdots + f(x_n)}{n}\right), \quad x_1, \ldots, x_n \in I. \quad (1.6)$$

By taking $f$ as a power function or a logarithmic function on $I = \mathbb{R}_+$, the resulting quasi-arithmetic mean is a power mean. It is well-known that Hölder means are the only homogeneous quasi-arithmetic means (cf. [24], [61], [48]).

The following result which completely characterizes the Hardy means among quasi-arithmetic means is due to Mulholland [45].

**Theorem 1.2.** Let $f : \mathbb{R}_+ \to \mathbb{R}$ be a continuous strictly monotonic function. Then, the quasi-arithmetic mean $M_f$ is a Hardy mean if and only if there exist constants $p < 1$ and $C > 0$ such that, for all $n \in \mathbb{N}$ and $x_1, \ldots, x_n > 0$,

$$M_f(x_1, \ldots, x_n) \leq C P_p(x_1, \ldots, x_n).$$

In 1938 Gini introduced another extension of power means: For $p, q \in \mathbb{R}$, the Gini mean $G_{p,q}$ of the variables $x_1, \ldots, x_n > 0$ is defined as follows:

$$G_{p,q}(x_1, \ldots, x_n) := \begin{cases} \left(\frac{x_1^p + \cdots + x_n^p}{x_1^q + \cdots + x_n^q}\right)^{\frac{1}{p-q}} & \text{if } p \neq q, \\ \exp\left(\frac{x_1^p \ln(x_1) + \cdots + x_n^p \ln(x_n)}{x_1^p + \cdots + x_n^p}\right) & \text{if } p = q. \end{cases} \quad (1.7)$$

Clearly, in the particular case $q = 0$, the mean $G_{p,q}$ reduces to the $p$th Hölder mean $P_p$. It is also obvious that $G_{p,q} = G_{q,p}$. A common generalization of quasi-arithmetic means and Gini means can be obtained in terms of two arbitrary real functions. These means were introduced by Bajraktarević [2], [3] in 1958. Let $I \subseteq \mathbb{R}$ be an interval and let $f, g : I \to \mathbb{R}$ be continuous functions such that $g$ is positive and $f/g$ is strictly monotone. Define the Bajraktarević mean $B_{f,g} : \bigcup_{n=1}^{\infty} I^n \to \mathbb{R}$ by

$$B_{f,g}(x_1, \ldots, x_n) := \left(\frac{f}{g}\right)^{-1}\left(\frac{f(x_1) + \cdots + f(x_n)}{g(x_1) + \cdots + g(x_n)}\right), \quad x_1, \ldots, x_n \in I.$$ 

One can check that $B_{f,g}$ is a mean on $I$. In the particular case $g \equiv 1$, the mean $B_{f,g}$ reduces to $M_f$, that is, the class of Bajraktarević means is more general than that of the quasi-arithmetic means. By taking power functions, we can see that the Gini means also belong to this class. It is a remarkable result of Aczél and Daróczy [1] that the homogeneous means among the Bajraktarević means defined on $I = \mathbb{R}_+$ are exactly the Gini means.

Finally, we recall the concept of the most general means considered in this paper, the notion of the deviation means introduced by Daróczy [12] in 1972. A function $E : I \times I \to \mathbb{R}$ is called a deviation function on $I$ if $E(x,x) = 0$ for all $x \in I$ and the
function \( y \mapsto E(x,y) \) is continuous and strictly decreasing on \( I \) for each fixed \( x \in I \). The \( E \)-deviation mean or Daróczy mean of some values \( x_1, \ldots, x_n \in I \) is now defined as the unique solution \( y \) of the equation
\[
E(x_1, y) + \cdots + E(x_n, y) = 0
\]
and is denoted by \( D_E(x_1, \ldots, x_n) \). It is immediate to see that the arithmetic deviation \( A(x,y) = x - y \) generates the arithmetic mean. More generally, if \( E : I \times I \to \mathbb{R} \) is of the form \( E(x,y) := f(x) - g(x)\left(\frac{y}{x}\right) \) for some continuous function \( f, g : I \to \mathbb{R} \) such that \( g \) is positive and \( f/g \) is strictly monotone then \( D_E = B_{f,g} \). Thus, Hölder means, quasi-arithmetic means, Gini means and Bajraktarević means are particular Daróczy means.

The class of deviation means was slightly generalized to the class of quasi-deviation means and this class was completely characterized by Páles in [51].

The following result, which gives necessary and also sufficient conditions for the Hardy property of deviation means was established by Páles and Persson [62] in 2004.

**Theorem 1.3.** Let \( E : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R} \) be a deviation on \( \mathbb{R}_+ \). If \( D_E \) is a Hardy mean, then there exists a positive constant \( C \) such that
\[
D_E(x_1, \ldots, x_n) \leq C A(x_1, \ldots, x_n)
\]
holds for all \( n \in \mathbb{N} \) and \( x_1, \ldots, x_n > 0 \) and there is no positive constant \( C^* \) such that
\[
C^* A(x_1, \ldots, x_n) \leq D_E(x_1, \ldots, x_n)
\]
be valid on the same domain. Conversely, if
\[
D_E(x_1, \ldots, x_n) \leq C P_p(x_1, \ldots, x_n)
\]
is satisfied with a parameter \( p < 1 \) and a positive constant \( C \), then \( D_E \) is a Hardy mean.

As a corollary of the previous result, necessary and also sufficient conditions for the Hardy property were established in the class of Gini means in the same paper.

**Theorem 1.4.** Let \( p, q \in \mathbb{R} \). If \( \zeta_{p,q} \) is a Hardy mean, then
\[
\min(p, q) \leq 0 \quad \text{and} \quad \max(p, q) \leq 1.
\]
Conversely, if
\[
\min(p, q) \leq 0 \quad \text{and} \quad \max(p, q) < 1,
\]
then \( \zeta_{p,q} \) is a Hardy mean.

It has been an open problem since 2004 whether the second condition was a necessary and sufficient condition for the Hardy property and also the best Hardy constant was to be determined.

The necessary and sufficient condition for the Hardy property of Gini means was finally found by Pasteczka [47] in 2015. The key was the following general necessary condition for the Hardy property.
Lemma 1.5. Assume that $M: \bigcup_{n=1}^{\infty} \mathbb{R}^n \to \mathbb{R}_+$ is a Hardy mean. Then, for all positive non-$\ell_1$ sequences $(x_n)$,

$$\liminf_{n \to \infty} x_n^{-1} M(x_1, \ldots, x_n) < \infty.$$ 

Applying this necessary condition in the class of Gini means with the harmonic sequence $x_n := \frac{1}{n}$, Pasteczka [47] obtained the following characterization of the Hardy property for Gini means.

Theorem 1.6. Let $p, q \in \mathbb{R}$. Then $G_{p,q}$ is a Hardy mean if and only if

$$\min(p, q) \leq 0 \quad \text{and} \quad \max(p, q) < 1.$$ 

There was no progress, however, in establishing the Hardy constant of the Gini means. There was only an upper estimate obtained by Páles and Persson in [62].

Motivated by all these preliminaries, the purpose of this paper is twofold:
— To find (in terms of easy-to-check properties) a large subclass of Hardy means.
— To obtain a formula for the Hardy constant in that subclass of means.

2. Means and their basic properties

For investigating the Hardy property of means, we recall several relevant notions. Let $I \subseteq \mathbb{R}$ be an interval and let $M: \bigcup_{n=1}^{\infty} I^n \to I$ be an arbitrary mean.

We say that $M$ is symmetric, (strictly) increasing, and Jensen convex (concave) if, for all $n \in \mathbb{N}$, the $n$-variable restriction $M|_{I^n}$ is a symmetric, (strictly) increasing in each of its variables, and Jensen convex (concave) on $I^n$, respectively. If $I = \mathbb{R}_+$, we can analogously define the notion of homogeneity of $M$.

The mean $M$ is called repetition invariant if, for all $n, m \in \mathbb{N}$ and $(x_1, \ldots, x_n) \in I^n$, the following identity is satisfied

$$M(x_1, \ldots, x_1, x_2, \ldots, x_n, \ldots, x_n) = M(x_1, \ldots, x_n).$$

The mean $M$ is strict if for any $n \geq 2$ and any non-constant vector $(x_1, \ldots, x_n) \in I^n$,

$$\min(x_1, \ldots, x_n) < M(x_1, \ldots, x_n) < \max(x_1, \ldots, x_n).$$

The mean $M$ is said to be min-diminishing if, for any $n \geq 2$ and any non-constant vector $(x_1, \ldots, x_n) \in I^n$,

$$M(x_1, \ldots, x_n, \min(x_1, \ldots, x_n)) < M(x_1, \ldots, x_n).$$

It is easy to check that quasi-arithmetic means are symmetric, strictly increasing, repetition invariant, strict and min-diminishing. More generally, deviation means are symmetric, repetition invariant, strict and min-diminishing (cf. [51]). The increasingness of a deviation mean $D_E$ is equivalent to the increasingness of the deviation $E$ in its first variable. The Jensen concavity/convexity of quasi-arithmetic and also of deviation
means can be characterized by the concavity/convexity conditions on the generating functions. All these characterizations are consequences of the general results obtained in a series of papers by Losonczi [33, 34, 36, 37, 38] (for Bajraktarević means) and by Daróczy [14, 11, 12, 15, 16] and Páles [50, 52, 53, 54, 55, 56, 57, 58, 59, 60] (for (quasi-)deviation means).

2.1. Kedlaya means

The notion of a Kedlaya mean that we introduce below turns out to be indispensable for the investigation of Hardy means. A mean \( M : \bigcup_{n=1}^{\infty} I^n \to I \) is called a Kedlaya mean if, for all \( n \in \mathbb{N} \) and \( (x_1, \ldots, x_n) \in I^n \),

\[
\frac{M(x_1) + M(x_1, x_2) + \cdots + M(x_1, \ldots, x_n)}{n} \leq M \left( \frac{x_1 + x_2 + \cdots + x_n}{n} \right). \tag{2.1}
\]

The motivation for the above terminology comes from the papers [26, 27] by Kedlaya, where he proved that the geometric mean satisfies the inequality (2.1), i.e., it is a Kedlaya mean. The next result provides a sufficient condition in order that a mean be a Kedlaya mean.

**Theorem 2.1.** Every symmetric, Jensen concave and repetition invariant mean is a Kedlaya mean.

**Proof.** Let \( M : \bigcup_{n=1}^{\infty} I^n \to I \) be a symmetric, Jensen concave and repetition invariant mean. Fix \( n \in \mathbb{N} \) and \( (x_1, \ldots, x_n) \in I^n \). Adopting Kedlaya’s original proof, for \((i, j, k) \in \{1, \ldots, n\}^3\), we define

\[
ak(i, j) := (n-1)! \cdot \frac{(n-i) \cdot (i-1)!}{j \cdot (n-1)!} \cdot \frac{k \cdot (n-i)! (n-j)! (j-1)!}{(n-i-j+k)! (i-k)! (j-k)! (k-1)!}.
\]

To provide the correctness of this definition we assume that \( m! = \infty \) for negative integers \( m \) (it is a natural extension of gamma function). Then, according to [26], we have the following properties:

1. \( a_k(i, j) \geq 0 \) for all \( i, j, k \);
2. \( a_k(i, j) \in \mathbb{N} \cup \{0\} \) for all \( i, j, k \);
3. \( a_k(i, j) = 0 \) for \( k > \min(i, j) \);
4. \( a_k(i, j) = a_k(j, i) \) for all \( i, j, k \);
5. \( \sum_{k=1}^{n} a_k(i, j) = (n-1)! \) for all \( i, j \);
6. \( \sum_{i=1}^{n} a_k(i, j) = \begin{cases} n! / j & \text{for } k \leq j, \\ 0 & \text{for } k > j. \end{cases} \)
Let us construct a matrix $A$ of size $n! \times n!$ divided into $n^2$ blocks $(A_{i,j})_{i,j \in \{1, \ldots, n\}}$ of size $(n-1)! \times (n-1)!$.

The first row of each block $A_{i,j}$ contains the number $k$ exactly $a_k(i,j)$ times for $k \in \{1, \ldots, n\}$; this could be done by (5). The subsequent rows are all cyclic permutations of the first one. In this way each row and each column of $A_{i,j}$ contains the number $k$ exactly $a_k(i,j)$ times.

Now, let $c_p(k)$ denote the occurrence of the number $k$ appearing in the $p$th row of $A$. Then, by (4), $c_p(k)$ is equal to the number of occurrences of $k$ in the $p$th column of $A$.

We are going to calculate $c_p(k)$. The $p$th row has a nonempty intersection with the block $A_{i,j}$ if

$$i = \left\lfloor \frac{p-1}{(n-1)!} \right\rfloor + 1 =: b(p).$$

Whence, applying property (6), we get

$$c_p(k) = \sum_{i=1}^{n} a_k(i,b(p)) = \begin{cases} n!/b(p) & \text{for } k \leq b(p), \\ 0 & \text{for } k > b(p). \end{cases}$$

Now, let us consider the matrix $A'$ obtained from $A$ by replacing $k \mapsto x_k$ for $k \in \{1, \ldots, n\}$. We will calculate the mean value of the elements of $A'$ in two different ways. First, we calculate the mean $M$ of each column of $A'$. By the Jensen concavity of $M$, the arithmetic mean of the results so obtained does not exceed the result of calculating arithmetic mean of each row of $A'$ and then taking the $M$ mean of the resulting vector of length $n!$. Whence, using the symmetry and the repetition invariance of $M$, we obtain

$$\frac{1}{n!} \left( (n-1)!M(x_1) + (n-1)!M(x_1,x_2) + \cdots + (n-1)!M(x_1,x_2,\ldots,x_n) \right) \leq M\left( \frac{x_1 + x_2}{2}, \ldots, \frac{x_1 + x_2 + \cdots + x_n}{n} \right)$$

which simplifies to the inequality (2.1) to be proved. □

**Corollary 2.2.** If, in addition to the assumptions of Theorem 2.1, $M$ is also increasing and $I = \mathbb{R}_+$, then

$$M(x_1) + M(x_1,x_2) + \cdots + M(x_1,\ldots,x_n) \leq n \cdot M\left( x_1 + \cdots + x_n, \frac{x_1 + \cdots + x_n}{2}, \ldots, \frac{x_1 + \cdots + x_n}{n} \right).$$

### 2.2. Gaussian product

The Gaussian product of means is a broad extension of Gauss’ idea of the arithmetic-geometric mean. In 1800 (this year is due to [64]) he proposed the following two-term recursion:

$$x_{n+1} = \frac{x_n + y_n}{2}, \quad y_{n+1} = \sqrt{x_n y_n}, \quad n = 0, 1, \ldots,$$
where \( x_0 \) and \( y_0 \) are positive numbers. Gauss [20, p. 370] proved that both \( (x_n)_{n=1}^∞ \) and \( (y_n)_{n=1}^∞ \) converge to a common limit, which is called arithmetic-geometric mean of the initial values \( x_0 \) and \( y_0 \). J. M. Borwein and P. B. Borwein [9] extended some earlier ideas [19, 32, 63] and generalized this iteration to a vector of continuous, strict means of an arbitrary length. For several recent results about Gaussian product of means see the papers by Baják and Páles [4, 5, 6, 7], by Daróczy and Páles [13, 17, 18], by Glazowska [21, 22], by Matkowski [39, 40, 41, 42], and by Matkowski and Páles [43].

Given \( N \in \mathbb{N} \) and a vector \( (M_1, ..., M_N) \) of means defined on a common interval \( I \) and having values in \( I \) (i.e. \( M_i: \bigcup_{n=1}^∞ I^n \to I \) for every \( i \in \{1, ..., N\} \)), let us introduce the mapping \( M: \bigcup_{n=1}^∞ I^n \to I^N \) by

\[
M(v) := (M_1(v), M_2(v), ..., M_N(v)), \quad v \in \bigcup_{n=1}^∞ I^n.
\]

Whenever, for every \( i \in \{1, ..., N\} \) and every \( v \in \bigcup_{n=1}^∞ I^n \), the limit \( \lim_{k \to ∞} [M^k(v)]_i \) exists and does not depend on \( i \), then the value of this limit will be called the Gaussian product of \( (M_1, ..., M_N) \) evaluated at \( v \). We will denote this limit by \( M_⊗(v) \). It is well-known that the Gaussian product can equivalently be defined as a unique function satisfying the following two properties:

(i) \( M_⊗ \circ M(v) = M_⊗(v) \) for all \( v \in \bigcup_{n=1}^∞ I^n \),

(ii) \( \min(v) \leq M_⊗(v) \leq \max(v) \) for all \( v \in \bigcup_{n=1}^∞ I^n \).

Frequently, whenever each of the means \( M_i, i \in \{1, ..., N\} \) has a certain property, then \( M_⊗ \) inherits this property. The lemma below (in view of Theorem 2.1) is its very useful exemplification.

**Lemma 2.3.** Let \( I \) be an interval, \( N \in \mathbb{N} \), and let \( (M_1, ..., M_N): \bigcup_{n=1}^∞ I^n \to I^N \). If, for each \( i \in \{1, ..., N\} \), \( M_i \) is symmetric/homogeneous/repetition invariant/increasing and Jensen concave/convex, then so is their Gaussian product \( M_⊗ \).

**Proof.** The first four properties are naturally inherited by all of the functions \([M^k]_i\), for \( k \in \mathbb{N} \), \( i \in \{1, ..., N\} \) and, finally, by their pointwise limit. The verification of the statement about the Jensen concavity is just a little bit more sophisticated. In fact, the idea presented below could also be adapted to the remaining properties.

Assume that \( M_1, ..., M_N \) are increasing and Jensen concave. We will prove that \( M_⊗ \) is Jensen concave. Let \( x^{(0)}, y^{(0)} \) be the equidimensional vectors and \( m^{(0)} = \frac{1}{2}(x^{(0)} + y^{(0)}) \). Let

\[
x^{(k+1)} = M(x^{(k)}), \quad y^{(k+1)} = M(y^{(k)}), \quad m^{(k+1)} = M(m^{(k)}), \quad k \in \mathbb{N}.
\]

We are going to prove that

\[
[m^{(k)}]_i \geq \frac{1}{2}[x^{(k)} + y^{(k)}]_i \quad \text{for any} \ i \in \{1, ..., N\} \quad \text{and} \ k \in \mathbb{N}.
\] (2.2)
Obviously, this holds for \( k = 0 \). Let us assume that (2.2) holds for some \( k \in \mathbb{N} \) and any \( i \). Then, by the increasingness and Jensen concavity of \( M_i \),

\[
[m^{(k+1)}]_i = M_i(m^{(k)}) \geq M_i\left(\frac{1}{2}(x^{(k)} + y^{(k)})\right) \geq \frac{1}{2}\left(M_i(x^{(k)}) + M_i(y^{(k)})\right)
\]

\[
= \frac{1}{2}\left([x^{(k+1)}]_i + [y^{(k+1)}]_i\right) = \frac{1}{2}[x^{(k+1)}]_i + [y^{(k+1)}]_i.
\]

Upon taking the limit \( k \to \infty \), one gets

\[
M_\otimes\left(\frac{x^{(0)} + y^{(0)}}{2}\right) = M_\otimes(m^{(0)}) \geq \frac{1}{2}\left(M_\otimes(x^{(0)}) + M_\otimes(y^{(0)})\right),
\]

which proves that \( M_\otimes \) is Jensen concave, indeed. \( \square \)

3. Main Results

In the sequel, let \( I \subseteq \mathbb{R} \) be a nondegenerate interval such that \( \inf I = 0 \). We will denote by \( \ell_1(I) \) the collection of all sequences \( x = (x_n)_{n=1}^\infty \) such that, for all \( n \in \mathbb{N} \), \( x_n \in I \) and \( \|x\| := \sum_{n=1}^\infty x_n \) is convergent, i.e., \( x \in \ell_1 \).

Recall (slightly extending the definition) that, for a given mean \( M : \bigcup_{n=1}^\infty I^n \to I \), the constant \( \mathcal{H}_\infty(M) \) is the smallest nonnegative extended real number, called the Hardy constant of \( M \), such that

\[
\sum_{n=1}^\infty M(x_1, \ldots, x_n) \leq \mathcal{H}_\infty(M) \sum_{n=1}^\infty x_n,
\]

\[
(x_n)_{n=1}^\infty \in \ell_1(I).
\]

If \( \mathcal{H}_\infty(M) \) is finite, then we say that \( M \) is a Hardy mean. Given also \( n \in \mathbb{N} \), we define \( \mathcal{H}_n(M) \) to be the smallest nonnegative number such that

\[
M(x_1) + \ldots + M(x_1, \ldots, x_n) \leq \mathcal{H}_n(M)(x_1 + \ldots + x_n),
\]

\[
(x_1, \ldots, x_n) \in I^n.
\]

Due to the mean value property of \( M \), for \( n \in \mathbb{N} \), we easily obtain that \( 1 \leq \mathcal{H}_n(M) \leq n \).

The sequence \( (\mathcal{H}_n(M))_{n=1}^\infty \) will be called the Hardy sequence of \( M \).

Several estimates of the Hardy sequences for power means were given during the years. For example Kaluza and Szegö [25] proved \( \mathcal{H}_n(P_p) \leq \frac{1}{n(\exp(1/n) - 1)} \cdot \mathcal{H}_\infty(P_p) \) for \( p \in [0, 1) \) and \( n \in \mathbb{N} \). Moreover it is known [24, p.267] that \( \mathcal{H}_n(P_0) \leq (1 + \frac{1}{n})^n \) for all \( n \in \mathbb{N} \).

The basic properties of the Hardy sequence are established in the following

**Proposition 3.1.** For every mean \( M : \bigcup_{n=1}^\infty I^n \to I \), its Hardy sequence is non-decreasing and

\[
\lim_{n \to \infty} \mathcal{H}_n(M) = \mathcal{H}_\infty(M).
\]

**Proof.** To verify the nondecreasingness of the Hardy sequence of \( M \), let \( (x_1, \ldots, x_n) \) in \( I^n \) and \( \varepsilon \in I \) be arbitrary. Applying inequality (3.2) to the sequence \( (x_1, \ldots, x_n, \varepsilon) \) in \( I^{n+1} \), we obtain

\[
M(x_1) + \ldots + M(x_1, \ldots, x_n) \leq M(x_1) + \ldots + M(x_1, \ldots, x_n) + M(x_1, \ldots, x_n, \varepsilon)
\]

\[
\leq \mathcal{H}_{n+1}(M)(x_1 + \ldots + x_n + \varepsilon).
\]
Upon taking the limit $\varepsilon \to 0$, it follows that

$$M(x_1) + \cdots + M(x_1, \ldots, x_n) \leq \mathcal{H}_{n+1}(M)(x_1 + \cdots + x_n)$$

for all $(x_1, \ldots, x_n) \in I^n$. Hence $\mathcal{H}_n(M) \leq \mathcal{H}_{n+1}(M)$.

To prove (3.3), we will show first that $\mathcal{H}_n(M) \leq \mathcal{H}_\infty(M)$ for all $n \in \mathbb{N}$. If $\mathcal{H}_\infty(M) = \infty$ then this inequality is obvious, hence we may assume that $M$ is a Hardy mean. Fix $n \in \mathbb{N}$ and $(x_1, \ldots, x_n) \in I^n$ and choose $\varepsilon \in I$ arbitrarily. Applying (3.1) to the sequence $(x_1, \ldots, x_n, \frac{\varepsilon}{2}, \frac{\varepsilon}{4}, \frac{\varepsilon}{8}, \ldots) \in \ell_1(I)$, one gets

$$M(x_1) + \cdots + M(x_1, \ldots, x_n)$$

$$\leq M(x_1) + \cdots + M(x_1, \ldots, x_n) + M(x_1, \ldots, x_n, \frac{\varepsilon}{2}) + M(x_1, \ldots, x_n, \frac{\varepsilon}{2}, \frac{\varepsilon}{4}) + \cdots$$

$$\leq \mathcal{H}_\infty(M)(x_1 + \cdots + x_n + \frac{\varepsilon}{2} + \frac{\varepsilon}{4} + \cdots)$$

$$= \mathcal{H}_\infty(M)(x_1 + \cdots + x_n + \varepsilon).$$

Upon passing the limit $\varepsilon \to 0$, we get

$$M(x_1) + \cdots + M(x_1, \ldots, x_n) \leq \mathcal{H}_\infty(M)(x_1 + \cdots + x_n),$$

which implies $\mathcal{H}_n(M) \leq \mathcal{H}_\infty(M)$. Using this inequality, we have also proved that in (3.3) holds instead of equality.

To prove the reversed inequality in (3.3), let $(x_n)_{n=1}^\infty \in \ell_1(I)$ be arbitrary. Then, for all $n \leq k$, we have that

$$M(x_1) + \cdots + M(x_1, \ldots, x_n) \leq \mathcal{H}_n(M)(x_1 + \cdots + x_n) \leq \mathcal{H}_k(M)(x_1 + \cdots + x_n)$$

Now taking the limit as $k \to \infty$, we obtain that

$$M(x_1) + \cdots + M(x_1, \ldots, x_n) \leq \lim_{k \to \infty} \mathcal{H}_k(M) \cdot (x_1 + \cdots + x_n)$$

holds for all $n \in \mathbb{N}$. Finally taking the limit as $n \to \infty$, it follows that $M$ satisfies

$$\sum_{n=1}^\infty M(x_1, \ldots, x_n) \leq \lim_{k \to \infty} \mathcal{H}_k(M) \sum_{n=1}^\infty x_n$$

which yields that the reversed inequality in (3.3) is also true. \qed

In what follows, we show that the inequality (3.1) is strict in a broad class of means.

**Proposition 3.2.** Let $I \subseteq \mathbb{R}_+$ and $M : \bigcup_{n=1}^\infty I^n \to I$. If $M$ is a min-diminishing, increasing and repetition invariant Hardy mean, then

$$\sum_{n=1}^\infty M(x_1, \ldots, x_n) < \mathcal{H}_\infty(M) \sum_{n=1}^\infty x_n, \quad (x_n)_{n=1}^\infty \in \ell_1(I).$$
Proof. Let \( x = (x_n)_{n=1}^\infty \in \ell_1(I) \) be arbitrary. If \( x_l < x_k \) for some \( l < k \) then, for the sequence
\[
x'_n = \begin{cases} 
  x_n & n \notin \{k,l\}, \\
  x_k & n = l, \\
  x_l & n = k,
\end{cases}
\]
we have
\[
M(x_1, \ldots, x_n) = M(x'_1, \ldots, x'_n) \quad \text{for } n \leq l \text{ or } n \geq k, \\
M(x_1, \ldots, x_n) \leq M(x'_1, \ldots, x'_n) \quad \text{for } n \in \{l, \ldots, k-1\}.
\]
Therefore
\[
M(x_1) + \cdots + M(x_1, \ldots, x_n) + \cdots \leq M(x'_1) + \cdots + M(x'_1, \ldots, x'_n) + \cdots.
\]
Whence we may assume that \( x \) is non-increasing.

Let \( \hat{x} = (x_1, x_1, \ldots, x_n, x_n, \ldots) \). Then, by the repetition invariance and the min-diminishing property of \( M \), we get
\[
M(x_1, \ldots, x_n) = M(\hat{x}_1, \ldots, \hat{x}_{2n}), \\
M(x_1, \ldots, x_n) = M(\hat{x}_1, \ldots, \hat{x}_{2n-1}) \quad \text{if } x_1 = x_n, \\
M(x_1, \ldots, x_n) < M(\hat{x}_1, \ldots, \hat{x}_{2n-1}) \quad \text{if } x_1 \neq x_n.
\]
Since \( x_n \to 0 \) as \( n \to \infty \), hence \( x_1 \neq x_n \) holds for some \( n \). Therefore
\[
2 \cdot \sum_{n=1}^\infty M(x_1, \ldots, x_n) < \sum_{n=1}^\infty M(\hat{x}_1, \ldots, \hat{x}_n) \leq H_\infty(M) \sum_{n=1}^\infty \hat{x}_n = 2H_\infty(M) \sum_{n=1}^\infty x_n.
\]
This completes the proof of the proposition. \( \square \)

The next result offers a fundamental lower estimate for the Hardy constant of a mean.

**Theorem 3.3.** Let \( M: \bigcup_{n=1}^\infty I^n \to I \) be a mean. Then, for all sequences \( (x_n)_{n=1}^\infty \) in \( I \) that does not belong to \( \ell_1 \),
\[
\liminf_{n \to \infty} x_n^{-1} M(x_1, \ldots, x_n) \leq H_\infty(M). \quad (3.4)
\]

**Proof.** Assume, on the contrary, that
\[
H_\infty(M) < \liminf_{n \to \infty} x_n^{-1} M(x_1, \ldots, x_n).
\]
Then, there exists \( \varepsilon > 0 \) and \( n_0 \) such that, for all \( n \geq n_0 \),
\[
(1 + \varepsilon)H_\infty(M)x_n < M(x_1, \ldots, x_n). \quad (3.5)
\]
Choose \( n_1 > n_0 \) such that
\[
\sum_{n=1}^{n_0} x_n \leq \varepsilon \sum_{n=n_0+1}^{n_1} x_n. \quad (3.6)
\]
Thus, using (3.5), Proposition 3.1, and finally (3.6), we obtain
\[ \sum_{n=n_0+1}^{n_1} (1 + \varepsilon)H_\infty(M)x_n < \sum_{n=n_0+1}^{n_1} M(x_1, \ldots, x_n) \leq \sum_{n=1}^{n_1} M(x_1, \ldots, x_n) \]
\[ \leq H_{n_1}(M) \sum_{n=1}^{n_1} x_n \leq H_\infty(M) \sum_{n=1}^{n_1} x_n \leq (1 + \varepsilon)H_\infty(M) \sum_{n=n_0+1}^{n_1} x_n. \]

This contradiction validates (3.4). \(\square\)

The main result of our paper is contained in the following theorem.

**Theorem 3.4.** Let \(M: \bigcup_{n=1}^{\infty} \mathbb{R}_+^n \to \mathbb{R}_+^+\) be an increasing, symmetric, repetition invariant, and Jensen concave mean. Then
\[ H_\infty(M) = \sup_{y > 0} \liminf_{n \to \infty} \frac{n}{y} \cdot M\left(\frac{y}{1}, \frac{y}{2}, \ldots, \frac{y}{n}\right). \] (3.7)

As a trivial consequence of the above result, \(M\) is a Hardy mean if and only if the number \(H_\infty(M)\) given in (3.7) is finite.

**Proof.** For the proof of the theorem, denote
\[ C := \sup_{y > 0} \liminf_{n \to \infty} \frac{n}{y} \cdot M\left(\frac{y}{1}, \frac{y}{2}, \ldots, \frac{y}{n}\right). \]

The inequality \(H_\infty(M) \geq C\) is simply a consequence of Theorem 3.3.

To show the reversed inequality, we may assume that \(C\) is finite. Fix \(x \in \ell_1(\mathbb{R}_+)\) and denote \(y := ||x||_1\). Then there exists a sequence \((n_k)\), \(n_k \to \infty\) such that
\[ n_k \cdot M\left(\frac{y}{1}, \frac{y}{2}, \ldots, \frac{y}{n_k}\right) \leq (C + \frac{1}{k})y, \quad k \in \mathbb{N}. \]

By the increasingness of \(M\) and by the obvious inequality \(x_1 + \cdots + x_{n_k} \leq y\), the previous inequality yields
\[ n_k \cdot M\left(x_1 + \cdots + x_{n_k}, \frac{x_1 + \cdots + x_{n_k}}{2}, \ldots, \frac{x_1 + \cdots + x_{n_k}}{n_k}\right) \leq (C + \frac{1}{k})y, \quad k \in \mathbb{N}. \]

Therefore, in view of Corollary 2.2, we obtain
\[ M(x_1) + M(x_1, x_2) + \cdots + M(x_1, \ldots, x_{n_k}) \leq (C + \frac{1}{k})y, \quad k \in \mathbb{N}. \]

Upon passing the limit \(k \to \infty\), one gets
\[ \sum_{n=1}^{\infty} M(x_1, \ldots, x_n) \leq Cy = C||x||_1. \]

This completes the proof of inequality \(H_\infty(M) \leq C\). \(\square\)
COROLLARY 3.5. If, in addition to the assumptions of Theorem 3.4, \( M \) is also homogeneous, then
\[
\mathcal{H}_\infty(M) = \lim_{n \to \infty} n \cdot M \left(1, \frac{1}{2}, \ldots, \frac{1}{n}\right).
\]

Proof. In view of the previous theorem we only need to prove that the limit of the sequence \((p_n)\) exists (possible infinite), where
\[
p_n := n \cdot M \left(1, \frac{1}{2}, \ldots, \frac{1}{n}\right).
\]
For, it suffices to show that this sequence is nondecreasing. Fix \( n \in \mathbb{N} \). Let us consider the two vectors \( u, v \) of dimension \( n(n+1) \) defined by
\[
u := \left(n+1, \ldots, n+1, \frac{n+1}{n}, \ldots, \frac{n+1}{n}, 1, \ldots, 1\right).
\]
By the homogeneity and repetition invariance of \( M \), we have that \( M(u) = p_n \) and \( M(v) = p_{n+1} \). Divide vectors \( u \) and \( v \) into \( n+1 \) parts of dimension \( n \):
\[
u(i) := \left(\frac{n}{n-i}, \ldots, \frac{n}{n-i}, \frac{n-i}{n-i+1}, \ldots, \frac{n-i}{n-i+1}\right), \quad i = 0, \ldots, n;
\]
\[
u(i) := \left(\frac{n+1}{i+1}, \ldots, \frac{n+1}{i+1}\right), \quad i = 0, \ldots, n.
\]
For \( i \geq 1 \), each element \( \frac{n}{i} \) appears \((n - i + 1)\) times in \( u^{(i-1)} \) and \( i \) times in \( u^{(i)} \), that is, \((n + 1)\) times altogether. Therefore, the arithmetic mean of \( u^{(i)} \), denoted by \( A(u^{(i)}) \), is equal to \( \frac{n+1}{i+1} \) for \( i = 1, \ldots, n \) and \( A(u^{(0)}) = n \).

Let \( u^{(i)}_k \), for \( k = 1, \ldots, n! \) and \( i = 0, \ldots, n \), denote the vectors that are obtained from all possible permutations of the components of \( u^{(i)} \). Observe that
\[
(u^{(0)}, v^{(1)}, \ldots, v^{(n)}) = \frac{1}{n!} \sum_{k=1}^{n!} (u^{(0)}_k, \ldots, u^{(n)}_k).
\]
Then, by the increasingness, Jensen concavity and symmetry of the mean \( M \), we obtain
\[
p_{n+1} = M(v) = M(v^{(0)}, v^{(1)}, \ldots, v^{(n)}) \geq M(u^{(0)}, v^{(1)}, \ldots, v^{(n)}) \geq \frac{1}{n!} \sum_{k=1}^{n!} M(u^{(0)}_k, \ldots, u^{(n)}_k) = M(u^{(0)}, \ldots, u^{(n)}) = M(u) = p_n.
\]
This proves that \((p_n)\) is non-decreasing and, therefore it has a (possibly infinite) limit. \(\square\)
4. Applications

In this section we demonstrate the consequences of our results for Gini means and also for the Gaussian product of symmetric, homogeneous, increasing, Jensen concave and repetition invariant means, in particular, the Gaussian product of Hölder means.

4.1. Gini means

Gini means are symmetric and repetition invariant and min-diminishing (first two properties are simple while the third one was proved in [51]). Moreover, by the results of Losonczi [34, 35], the Gini mean \( G_{p,q} \) is increasing and Jensen concave if and only if \( pq \leq 0 \) and \( \min(p,q) \leq 0 \leq \max(p,q) \leq 1 \), respectively. In particular it implies that Hölder mean \( P_p \) is Jensen concave if and only if \( p \leq 1 \).

In view of Theorem 1.6, we have the characterization of pairs \((p,q)\) such that \( G_{p,q} \) is a Hardy mean. In order to calculate the Hardy constant of Gini means using Corollary 3.5, we need to establish the following result.

**Lemma 4.1.** Let \( p, q \in (-\infty, 1) \). Then

\[
\lim_{n \to \infty} n \cdot G_{p,q}(1, \frac{1}{2}, \ldots, \frac{1}{n}) = \begin{cases} 
\left( \frac{1 - q}{1 - p} \right)^{\frac{1}{p-q}} & \text{if } p \neq q, \\
\exp \left( \frac{1}{1 - p} \right) & \text{if } p = q.
\end{cases}
\]

**Proof.** For every \( s \in (-1, \infty) \), one has

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \left( \frac{i}{n} \right)^s = \int_0^1 x^s dx = \frac{1}{1 + s}.
\]

Using this equality, for \( p, q < 1, p \neq q \), we simply obtain

\[
\lim_{n \to \infty} n \cdot G_{p,q}(1, \frac{1}{2}, \ldots, \frac{1}{n}) = \lim_{n \to \infty} \left( \frac{1 + 2^{-p} + 3^{-p} + \cdots + n^{-p}}{1 + 2^{-q} + 3^{-q} + \cdots + n^{-q}} \right)^{\frac{1}{p-q}}
\]

\[
= \lim_{n \to \infty} \left( \frac{1}{n} \left( \frac{1}{n} \right)^{-p} + \left( \frac{2}{n} \right)^{-p} + \left( \frac{3}{n} \right)^{-p} + \cdots + \left( \frac{n-1}{n} \right)^{-p} + 1 \right)^{\frac{1}{p-q}}
\]

\[
= \left( \frac{1 - q}{1 - p} \right)^{\frac{1}{p-q}}.
\]

The proof for the case \( p = q < 1 \) is analogous. □

Using this lemma and the properties that are mentioned just before, we obtain the following
COROLLARY 4.2. Let \( p, q \in \mathbb{R} \), \( \min(p,q) \leq 0 \leq \max(p,q) < 1 \). Then

\[
\mathcal{H}_\infty(\mathcal{S}_{p,q}) = \begin{cases} 
\left( \frac{1-q}{1-p} \right)^{\frac{1}{p-q}} & p \neq q, \\
1 & p = q = 0.
\end{cases}
\]

Proof. Due to the assumption \( \min(p,q) \leq 0 \leq \max(p,q) < 1 \) and in view of the results of Losonczi [34, 35], the Gini mean \( \mathcal{S}_{p,q} \) is increasing and Jensen concave. Furthermore, \( \mathcal{S}_{p,q} \) is symmetric, homogeneous, and repetition invariant mean. The Jensen concavity and therefore it is also continuous (see [8], [29]). Thus, by Corollary 3.5 and Lemma 4.1, we have

\[
\mathcal{H}_\infty(\mathcal{S}_{p,q}) = \lim_{n \to \infty} n \cdot \mathcal{S}_{p,q} \left( 1, \frac{1}{2}, \ldots, \frac{1}{n} \right) = \begin{cases} 
\left( \frac{1-q}{1-p} \right)^{\frac{1}{p-q}} & p \neq q, \\
1 & p = q = 0,
\end{cases}
\]

which was to be proved. \( \square \)

4.2. Gaussian product

PROPOSITION 4.3. Let \( N \in \mathbb{N} \) and let \( M_1, \ldots, M_N : \bigcup_{n=1}^{\infty} \mathbb{R}^n_+ \to \mathbb{R}_+ \) be symmetric, homogeneous, increasing, Jensen concave and repetition invariant means. If \( M_i \) is Hardy for each \( i \in \{1, \ldots, N\} \), then so is their Gaussian product \( M_\otimes \) and

\[
\mathcal{H}_\infty(M_\otimes) = M_\otimes \left( \mathcal{H}_\infty(M_1), \ldots, \mathcal{H}_\infty(M_N) \right). \tag{4.1}
\]

Proof. In view of Lemma 2.3, the Gaussian product \( M_\otimes \) is a symmetric, homogeneous, increasing, Jensen concave and repetition invariant mean. The Jensen concavity and the local boundedness by the Bernstein–Doetsch Theorem implies that \( M_\otimes \) is concave and therefore it is also continuous (see [8], [29]). Thus, by Corollary 3.5, we have

\[
\mathcal{H}_\infty(M_\otimes) = \lim_{n \to \infty} n \cdot M_\otimes \left( 1, \frac{1}{2}, \ldots, \frac{1}{n} \right) \\
= \lim_{n \to \infty} n \cdot M_\otimes \left( M_1(1, \frac{1}{2}, \ldots, \frac{1}{n}), \ldots, M_N(1, \frac{1}{2}, \ldots, \frac{1}{n}) \right) \\
= \lim_{n \to \infty} M_\otimes \left( nM_1(1, \frac{1}{2}, \ldots, \frac{1}{n}), \ldots, nM_N(1, \frac{1}{2}, \ldots, \frac{1}{n}) \right) \\
= M_\otimes \left( \lim_{n \to \infty} nM_1(1, \frac{1}{2}, \ldots, \frac{1}{n}), \ldots, \lim_{n \to \infty} nM_N(1, \frac{1}{2}, \ldots, \frac{1}{n}) \right) \\
= M_\otimes \left( \mathcal{H}_\infty(M_1), \ldots, \mathcal{H}_\infty(M_N) \right),
\]

which proves formula (4.1). \( \square \)

COROLLARY 4.4. Let \( N \in \mathbb{N} \) and \( (\lambda_1, \ldots, \lambda_N) \in \mathbb{R}^N \) then the Gaussian product \( \mathcal{P}_\otimes \) of the Hölder means \( \mathcal{P}_{\lambda_1}, \ldots, \mathcal{P}_{\lambda_N} \) is a Hardy mean if and only if \( \max_{1 \leq k \leq N} \lambda_k < 1 \). Furthermore, in this case,

\[
\mathcal{H}_\infty(\mathcal{P}_\otimes) = \mathcal{P}_\otimes \left( \mathcal{H}_\infty(\mathcal{P}_{\lambda_1}), \ldots, \mathcal{H}_\infty(\mathcal{P}_{\lambda_N}) \right). \tag{4.2}
\]
Proof. The first part of the statement of the above Corollary was proved in [47] by Pasteczka. If $\lambda_k < 1$, then $\mathcal{P}_{\lambda_k}$ is a Jensen concave mean, therefore (4.2) is a particular case of (4.1). □

For example, for the geometric-harmonic mean $\mathcal{P}_{-1} \otimes \mathcal{P}_0$, i.e., for the Gaussian product of the harmonic mean $\mathcal{P}_{-1}$ and the geometric mean $\mathcal{P}_0$, we get

$$\mathcal{H}_\infty(\mathcal{P}_{-1} \otimes \mathcal{P}_0) = (\mathcal{P}_{-1} \otimes \mathcal{P}_0)(\mathcal{H}_\infty(\mathcal{P}_{-1}), \mathcal{H}_\infty(\mathcal{P}_0)) = (\mathcal{P}_{-1} \otimes \mathcal{P}_0)(2, e) \approx 2.318.$$
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Abstract. In this paper, we established some Ostrowski like integral inequalities for functions whose derivatives of absolute values are GG-convex and GA-convex functions via a new integral identity. General results are obtained using the weighted Montgomery identity. Also, particular results for the weight function \(w(t) = \frac{1}{t \log b/a}\) are given.

1. Introduction

We will start with the definition of convexity that has utilization in all branches of mathematics and has several applications in mathematical analysis, optimization and statistics.

The function \(f : I \subset \mathbb{R} \rightarrow \mathbb{R}\) is a convex function on an interval \(I\), if the inequality

\[
f(tx + (1-t)y) \leq tf(x) + (1-t)f(y)
\]

holds for all \(x, y \in I\) and \(t \in [0, 1]\).

Let \(f : I \subset [0, \infty) \rightarrow \mathbb{R}\) be a differentiable mapping on \(I^0\), the interior of the interval \(I\), such that \(f' \in L[a,b]\) where \(a, b \in I\) with \(a < b\). If \(|f'(x)| \leq M\), then the following inequality holds

\[
\left| f(x) - \frac{1}{b-a} \int_a^b f(u) du \right| \leq \frac{M}{b-a} \left[ \frac{(x-a)^2 + (b-x)^2}{2} \right].
\]

This inequality is well known in the literature as the Ostrowski inequality.

In [4], Niculescu mentioned the following considerable definitions:

The \(GG\)-convex functions (called also multiplicatively convex functions) are those functions \(f : I \rightarrow \mathbb{R}\) (\(I\) is an interval of \((0, \infty)\)) such that

\[
x, y \in I \text{ and } \lambda \in [0, 1] \implies f\left(x^{1-\lambda} y^\lambda\right) \leq f(x)^{1-\lambda} f(y)^\lambda.
\]
The class of all $GA$-convex functions is constituted by all functions $f : I \to \mathbb{R}$ (defined on subintervals of $(0, \infty)$) for which

$$x, y \in I \text{ and } \lambda \in [0, 1] \Rightarrow f \left( x^{1-\lambda} y^\lambda \right) \leq (1 - \lambda) f(x) + \lambda f(y).$$  \hspace{1cm} (2)$$

Besides, recall that the condition of $GA$-convexity is $x^2 f'' + xf' \geq 0$ which implies all twice differentiable nondecreasing convex functions are also $GA$-convex.

For recent results, generalizations, improvements and counterparts see the papers [3], [4], [6], [7], [8], [9] and references therein.

In [2], the authors have mentioned the weighted Montgomery identity as following (see also [1] and [5]):

$$f(x) = \int_a^b w(t) f(t) dt + \int_a^b P_w(x, t) f'(t) dt,$$  \hspace{1cm} (3)$$

where $f : [a, b] \to \mathbb{R}$ is differentiable on $[a, b]$, $f' : [a, b] \to \mathbb{R}$ is integrable on $[a, b]$ and $w : [a, b] \to [0, \infty)$ is some normalized weight function, i.e. an integrable function satisfying $\int_a^b w(t) dt = 1$, $W(t) = \int_a^t w(x) dx$ for $t \in [0, 1]$. The weighted Peano kernel is

$$P_w(x, t) = \begin{cases} W(t), & a \leq t \leq x \\ W(t) - 1, & x < t \leq b. \end{cases}$$

For the uniform weight function $w(t) = \frac{1}{b-a}$, $t \in [a, b]$, (3) reduces to the Montgomery identity,

$$f(x) = \frac{1}{b-a} \int_a^b f(t) dt + \int_a^b P(x, t) f'(t) dt,$$  \hspace{1cm} (4)$$

where

$$P(x, t) = \begin{cases} \frac{t-a}{b-a}, & a \leq t \leq x \\ \frac{t-b}{b-a}, & x < t \leq b. \end{cases}$$

In [2], Aljinović and Pečarić have given a discrete analogue of the weighted Montgomery identity for mappings of two variables and have proved some new discrete Ostrowski type inequalities.

The main aim of this paper is to prove some new integral inequalities for $GG$-convex and $GA$-convex functions by using a new integral identity.

2. New inequalities for $GG$- and $GA$-convex functions

We will give a new integral identity which is emboided in the following lemma to obtain our results. The proof of identity is based on using the weighted montgomery identity.
**Lemma 1.** Let $I \subset (0, \infty)$ be an interval, $a, b \in I^0$, $a < b$. Let $w$ be a nonnegative integrable function on $[a, b]$ such that $\int_a^b w(x)dx = 1$ and let $W(t) = \int_0^t w(x)dx$. Let $f : I \to \mathbb{R}$ be a function differentiable on $I^0$. Then for $x \in [a, b]$

\[ f(x) - \int_a^b w(t)f(t)dt = \log \frac{x}{a} I(f', a, x; W) + \log \frac{b}{x} I(f', x, b; W - 1) \]

holds, where $I(F, v, u; Q) = \int_0^1 Q (u^{1-\tau}v^\tau) F (u^{1-\tau}v^\tau) u^{1-\tau}v^\tau d\tau$, provided that all integrals exist.

**Proof.** Using the weighted Montgomery identity we get

\[
\begin{align*}
    f(x) - \int_a^b w(t)f(t)dt &= \int_a^b P(w(t)f'(t))dt \\
    &= \int_a^x W(t)f'(t)dt + \int_x^b (W(t) - 1)f'(t)dt \\
    &= \int_0^1 W(x^{1-\tau}a^\tau)f'(x^{1-\tau}a^\tau)x^{1-\tau}a^\tau \log \frac{x}{a}d\tau \\
    &\quad + \int_0^1 (W(b^{1-\tau}x^\tau) - 1)f'(b^{1-\tau}x^\tau)b^{1-\tau}x^\tau \log \frac{b}{x}d\tau \\
    &= \log \frac{x}{a} I(f', a, x; W) + \log \frac{b}{x} I(f', x, b; W - 1)
\end{align*}
\]

where in the first integral we use substitution $t = x^{1-\tau}a^\tau$, and in the second integral we use substitution $t = b^{1-\tau}x^\tau$.

**Remark 1.** If we choose $w(u) = \frac{1}{u \log b/a}$ in Lemma 1, we get the following equality:

\[
\begin{align*}
    \log \frac{b}{a} f(x) - \int_a^b \frac{f(u)}{u}du &= \log^2 \frac{x}{a} \int_0^1 (1-\tau)x^{1-\tau}a^\tau f'(x^{1-\tau}a^\tau)d\tau - \log^2 \frac{b}{x} \int_0^1 \tau b^{1-\tau}x^\tau f'(b^{1-\tau}x^\tau)d\tau.
\end{align*}
\]

A new inequality for $GG$-convex functions is given in the following theorem.

**Theorem 1.** Let $I \subset (0, \infty)$ be an interval, $a, b \in I^0$, $a < b$. Let $w$ be a nonnegative integrable function on $[a, b]$ such that $\int_a^b w(x)dx = 1$ and let $W(t) = \int_0^t w(x)dx$. Let $f : I \to \mathbb{R}$ be a function differentiable on $I^0$. If $|f'|^q$ is $GG$-convex function on $[a, b]$ for some $q > 1$, then for all $x \in [a, b]$, following inequality holds
\[ f(x) - \int_a^b w(t)f(t)dt \]
\[ \leq \log \frac{1}{p} \left( \int_a^b W(t)dt \right)^{\frac{1}{p}} \left( \frac{x}{\log A_{x}} \right)^{\frac{1}{p}} \left[ \frac{1}{q} \left( \frac{x}{\log A_{x}} \right)^{\frac{1}{q}} \right]^{\frac{1}{q}} \]
\[ + \log \frac{1}{p} b \left( \int_x^b (1 - W(t))dt \right)^{\frac{1}{p}} \left( \frac{b}{\log A_{b}} \right)^{\frac{1}{p}} \left[ \frac{1}{q} \left( \frac{b}{\log A_{b}} \right)^{\frac{1}{q}} \right]^{\frac{1}{q}} \]

where \( \frac{1}{p} = 1 - \frac{1}{q} \) and \( A_{x;a} = \frac{\int_{a}^{q} |f'|^{q}(v) \, dv}{\int_{a}^{q} |f'|^{q}(u) \, du} \), provided that all integrals exist.

**Proof.** From Lemma 1 and the Hölder inequality, we get

\[ f(x) - \int_a^b w(t)f(t)dt \]
\[ \leq \log \frac{1}{p} I \left( \left| f' \right| , x, a; W \right) + \log \frac{1}{p} b \left( \left| f' \right| , x, b; 1 - W \right) \]
\[ \leq \log \frac{1}{p} \left( \int_0^1 W \left( x \right)^{1 - \tau} d\tau \right)^{\frac{1}{p}} \left( \int_0^1 W \left( x \right)^{1 - \tau} f' \left( x \right)^{1 - \tau} d\tau \right)^{\frac{1}{q}} \]
\[ + \log \frac{1}{p} \left( \int_0^1 (1 - W(b - x)) b^{1 - \tau} d\tau \right)^{\frac{1}{p}} \]
\[ \times \left( \int_0^1 (1 - W(b - x)) \left| f' \right|^{q} (b^{1 - \tau} b^{1 - \tau} d\tau \right)^{\frac{1}{q}} \]
\[ = \log \frac{1}{p} I(1, a, x; W)^{\frac{1}{p}} I \left( \left| f' \right|^{q}, a, x; W \right)^{\frac{1}{q}} \]
\[ + \log \frac{1}{p} I(1, x, b; 1 - W)^{\frac{1}{p}} I \left( \left| f' \right|^{q}, x, b; 1 - W \right)^{\frac{1}{q}}, \]

where \( I(F, v, u; Q) \) is defined as in Lemma 1. Using the \( GG \)-convexity of \( |f'|^{q} \) and integration by parts, we get

\[ I \left( \left| f' \right|^{q}, v, u; Q \right) \leq \frac{u}{\log A_{v,u}} \left[ -Q(u) + Q(v)A_{v,u} + \int_v^u Q'(t)A_{v,u} \right]. \]  

(6)

Calculating \( I(1, v, u; Q) \), we get

\[ I(1, v, u; Q) = \frac{1}{\log u/v} \int_v^u Q(t)dt. \]  

(7)

Using (6) and (7) in (5), we get the desired result.
Remark 2. In Theorem 1, if we choose \( q \to 1 \), we get the following inequality:

\[
\left| f(x) - \int_a^b w(t)f(t)dt \right| \\
\leq \log \frac{x}{a} \left( \frac{x|f'(x)|}{\log A_{a,x}} \left[ -W(x) + \int_a^x \frac{\log x}{w(t)A_{a,x}^{\log x}} dt \right] \right) \\
+ \log \frac{b}{x} \left( \frac{b|f'(b)|}{\log A_{x,b}} \left[ (1 - W(x))A_{x,b} - \int_x^b \frac{\log x}{w(t)A_{x,b}^{\log x}} dt \right] \right).
\]

We can consider inequalities for different weights \( w \), but here we give only result for a particular weight \( w(t) = \frac{1}{t \log b/a} \).

Corollary 1. If assumptions of Theorem 1 are satisfied with \( w(t) = \frac{1}{t \log b/a} \), then the following inequality holds:

\[
\left| f(x) - \frac{1}{\log b - \log a} \int_a^b \frac{f(t)}{t} dt \right| \\
\leq \log^{\frac{1}{\eta} + \frac{1}{\eta} \frac{x}{a}} \left( x - L(a,x) \right)^{\frac{1}{\eta}} \left[ \frac{x|f'|^q(x) - L(a|f'|^q(a),x|f'|^q(x))}{\log \frac{a}{a|f'|^q(a)}} \right]^{\frac{1}{\eta}} \\
+ \log^{\frac{1}{\eta} + \frac{b}{a}} \frac{x}{x} \left( L(x,b) - x \right)^{\frac{1}{\eta}} \left[ \frac{L(x|f'|^q(x),b|f'|^q(b)) - x|f'|^q(x)}{\log \frac{b}{x|f'|^q(x)}} \right]^{\frac{1}{\eta}}
\]

where \( L(x,y) = \frac{y-x}{\log y - \log x} \).

Theorem 2. Under the assumptions of Theorem 1, we get the following inequality:

\[
\left| f(x) - \int_a^b w(t)f(t)dt \right| \\
\leq x|f'(x)| \log \frac{1}{\eta} \frac{x}{a} \left( \int_a^x \frac{W^p(t)}{t} dt \right)^{\frac{1}{p}} \left( \frac{1}{\log C_{a,x}} [C_{a,x} - 1] \right)^{\frac{1}{q}} \\
+ b|f'(b)| \log \frac{1}{\eta} \frac{b}{x} \left( \int_x^b \frac{1 - W(t)}{t} dt \right)^{\frac{1}{p}} \left( \frac{1}{\log C_{x,b}} [C_{x,b} - 1] \right)^{\frac{1}{q}}
\]

where \( C_{v,u} = \frac{v|f'|^q(v)}{w|f'|^q(u)} \).
Proof. From Lemma 1, using the Hölder inequality and \( GG \)-convexity of \(|f'|^q\) we get

\[
\left| f(x) - \int_a^b w(t)f(t)dt \right| \leq \log \frac{x}{a} \left( \int_0^1 W^p (x^{1-\tau}a^\tau) d\tau \right)^{\frac{1}{p}} \left( \int_0^1 \left| f'|^q (x^{1-\tau}a^\tau)x^{(1-\tau)q}a^{\tau q}d\tau \right)^{\frac{1}{q}} \\
+ \log \frac{b}{x} \left( \int_0^1 (1 - W(b^{1-\tau}x^\tau))^p d\tau \right)^{\frac{1}{p}} \left( \int_0^1 \left| f'|^q (b^{1-\tau}x^\tau)b^{(1-\tau)q}x^{\tau q}d\tau \right)^{\frac{1}{q}}
\]

By a simple computation, we get

\[
\int_0^1 Q^p (u^{1-\tau}v^\tau) d\tau = \frac{1}{\log \frac{u}{v}} \int_v^u \frac{Q^p(t)}{t} dt
\]

and

\[
\int_0^1 C_{v,u}^\tau d\tau = \frac{C_{v,u} - 1}{\log C_{v,u}},
\]

where \( Q \) is a function and \( C_{v,u} \) is defined in theorem. Using (9) and (10) in (8) we get the desired result.

Corollary 2. In Theorem 2, if we choose \( w(t) = \frac{1}{t \log b/a} \), then we get the following inequality:

\[
\left| f(x) - \frac{1}{\log b - \log a} \int_a^b f(t)\frac{1}{t}dt \right| \\
\leq \frac{1}{\log b - \log a} \left( \frac{1}{p + 1} \right)^{\frac{1}{p}} \left[ \log^2 \frac{x}{a} \left( L(a^q | f'|^q (a), x^q | f'|^q (x)) \right)^{\frac{1}{q}} \\
+ \log^2 \frac{b}{x} \left( L(x^q | f'|^q (x), b^q | f'|^q (b)) \right)^{\frac{1}{q}} \right].
\]

Theorem 3. Under the assumptions of Theorem 1, we get the following inequality
where $B_{v,u}$

\[ |f(x) - \int_a^b w(t)f(t)dt| \]

\[ \leq |f'(x)| \log^{\frac{1}{q}} \frac{b}{x} \left( \int_a^b W(t)t^{p-1}dt \right)^{\frac{1}{p}} \left( \frac{1}{\log B_{a,x}} \left[ -W(x) + \int_a^x \log/\log_B \frac{w(t)}{w(t)} dt \right] \right)^{\frac{1}{q}} \]

\[ + |f'(b)| \log^{\frac{1}{q}} b \left( \int_x^b (1-W(t))t^{p-1}dt \right)^{\frac{1}{p}} \]

\[ \times \left( \frac{1}{\log B_{x,b}} \left[ (1-W(x))B_{x,b} - \int_x^b \log/\log_B \frac{w(t)}{w(t)} dt \right] \right)^{\frac{1}{q}} \]

where $B_{v,u} = \frac{|f'|^q(v)}{|f'|^q(u)}$.

**Proof.** From Lemma 1, using the Hölder inequality and $GG$-convexity of $|f'|^q$ we get

\[ |f(x) - \int_a^b w(t)f(t)dt| \]

\[ \leq \log \frac{x}{a} \left( \int_0^1 W(x^{1-\tau}a^{-\tau})(x^{1-\tau}a^{-\tau})^p d\tau \right)^{\frac{1}{p}} \left( \int_0^1 W(x^{1-\tau}a^{-\tau})|f'|^q(x^{1-\tau}a^{-\tau}) d\tau \right)^{\frac{1}{q}} \]

\[ + \log \frac{b}{x} \left( \int_0^1 (1-W(b^{1-\tau}x^{-\tau}))(b^{1-\tau}x^{-\tau})^p d\tau \right)^{\frac{1}{p}} \]

\[ \times \left( \int_0^1 (1-W(b^{1-\tau}x^{-\tau}))|f'|^q(b^{1-\tau}x^{-\tau}) d\tau \right)^{\frac{1}{q}} \]

\[ \leq \log \frac{x}{a} \left( \int_0^1 W(x^{1-\tau}a^{-\tau})(x^{1-\tau}a^{-\tau})^p d\tau \right)^{\frac{1}{p}} \left( \int_0^1 W(x^{1-\tau}a^{-\tau})|f'|^{(1-\tau)}(x)|f'|^{\tau} a^{-\tau} d\tau \right)^{\frac{1}{q}} \]

\[ + \log \frac{b}{x} \left( \int_0^1 (1-W(b^{1-\tau}x^{-\tau}))(b^{1-\tau}x^{-\tau})^p d\tau \right)^{\frac{1}{p}} \]

\[ \times \left( \int_0^1 (1-W(b^{1-\tau}x^{-\tau}))|f'|^{(1-\tau)}(b)|f'|^{\tau} a^{-\tau} d\tau \right)^{\frac{1}{q}} \].

By a simple computation, we get

\[ \int_0^1 Q(u^{1-\tau}v^{-\tau})(u^{1-\tau}v^{-\tau})^p d\tau = \frac{1}{\log \frac{u}{v}} \int_v^u Q(t)t^{p-1}dt \]

and

\[ \int_0^1 Q(u^{1-\tau}v^{-\tau})B_{v,u}^{-\tau} d\tau = \frac{1}{\log B_{v,u}} \left[ Q(v)B_{v,u} - Q(u) + \int_v^u B_{v,u}^{\log/\log_B \frac{Q(t)}{Q(t)}} Q'(t)dt \right]. \]
Using (12) and (13) in (11) we get the desired result.

**COROLLARY 3.** In Theorem 3, if we choose \( w(t) = \frac{1}{\log b/a} \), we get the following inequality:

\[
\left| f(x) - \frac{1}{\log b - \log a} \int_a^b \frac{f(t)}{t} \, dt \right| \\
\leq \frac{1}{p^\frac{1}{p} \log b/a} \left\{ \log^{1 + \frac{1}{q}} \frac{x}{a} (\log L(a^p, x^p)) \frac{1}{p} \left( \frac{f' \log f' q}{f' \log f'(x)} \right)^\frac{1}{q} \\
+ \log^{1 + \frac{1}{q}} \frac{x}{b} (\log L(x^p, b^p) - x^p) \frac{1}{p} \left( \frac{f' \log f' q (x) - f' \log f'(b)}{f' \log f'(b)} \right)^\frac{1}{q} \right\}.
\]

**THEOREM 4.** Under the assumptions of Theorem 1, we get the following inequality

\[
\left| f(x) - \int_a^b w(t) f(t) \, dt \right| \\
\leq \log^{\frac{1}{p}} \frac{x}{a} \left( \int_a^b W(p)(t) \, dt \right) \frac{1}{p} \left( \frac{f' \log f' q (x)}{\log A_{a,x}} (A_{a,x} - 1) \right)^\frac{1}{q} \\
+ \log^{\frac{1}{q}} \frac{b}{x} \left( \int_a^b (1 - W(t))p \, dt \right) \frac{1}{p} \left( \frac{b f' \log f' q (b)}{\log A_{x,b}} (A_{x,b} - 1) \right)^\frac{1}{q},
\]

where \( A_{v,u} \) defined as in Theorem 1.

**Proof.** By a similar argument to the proof of previous theorems, since \( f' \log f' q \) is \( GG \)-convex function on \([a, b]\), from Lemma 1 and the Hölder integral inequality, we get

\[
\left| f(x) - \int_a^b w(t) f(t) \, dt \right| \tag{14}
\]

\[
\leq \log^{\frac{1}{p}} \frac{x}{a} \left( \int_0^1 W(p)u_{1-\tau} \tau \, du \right) \frac{1}{p} \left( \int_0^1 f' \log f' q \tau \, du \right)^\frac{1}{q} \\
+ \log^{\frac{1}{q}} \frac{b}{x} \left( \int_0^1 (1 - W(b_{1-\tau} \, x)) \, du \right) \frac{1}{p} \left( \int_0^1 f' \log f' q \, du \right)^\frac{1}{q} \\
\leq \log^{\frac{1}{p}} \frac{x}{a} \left( \int_0^1 W(p)(x_{1-\tau} \, x') \, du \right) \frac{1}{p} \left( \int_0^1 f' \log f' q (x) \, du \right)^\frac{1}{q} \\
+ \log^{\frac{1}{q}} \frac{b}{x} \left( \int_0^1 (1 - W(b_{1-\tau} \, x')) \, du \right) \frac{1}{p} \left( \int_0^1 f' \log f' q (b) \, du \right)^\frac{1}{q}.
By a simple computation, we get
\[
\int_0^1 Q^p(u^{1-\tau}v^\tau)u^{1-\tau}v^\tau d\tau = \frac{1}{\log_v} \int_v^u Q^p(t)dt
\] (15)
and
\[
\int_0^1 A^\tau_{v,u} d\tau = \frac{1}{\log A_{v,u}} [A_{v,u} - 1].
\] (16)
If we use (15) and (16) in (14) we get the desired result.

Lastly, we will give a new result for GA-convex functions as following:

**THEOREM 5.** Let \(I \subset (0, \infty)\) be an interval, \(a, b \in I^p, a < b\). Let \(w\) be a nonnegative integrable function on \([a, b]\) such that \(\int_a^b w(x)dx = 1\) and let \(W(t) = \int_0^t w(x)dx\). Let \(f : I \to \mathbb{R}\) be a function differentiable on \(I^p\). If \(|f'|^q\) is GA-convex function on \([a, b]\) for some \(q > 1\), then for \(x \in [a, b]\), following inequality holds
\[
\left| f(x) - \int_a^b w(t)f(t)dt \right| \leq \log \frac{1}{p} \frac{x}{a} \left( \int_a^x W(t)t^{p-1}dt \right)^{\frac{1}{p}} \left( |f'(x)|^q \kappa_1 + |f'(a)|^q \kappa_2 \right)^{\frac{1}{q}} + \log \frac{1}{q} \frac{b}{x} \left( \int_x^b (1-W(t))t^{p-1}dt \right)^{\frac{1}{q}} \left( |f'(b)|^q \kappa_3 + |f'(x)|^q \kappa_4 \right)^{\frac{1}{q}},
\]
where \(\frac{1}{p} = 1 - \frac{1}{q}\) and
\[
\kappa_1 = \int_a^x \left[ \frac{\log \frac{t}{x}}{\log \frac{u}{x}} \left( 1 - \frac{\log \frac{t}{x}}{2\log \frac{u}{x}} \right) \right] W(t)dt
\]
\[
\kappa_2 = \frac{1}{2} \int_a^x \left( \frac{\log \frac{t}{x}}{\log \frac{u}{x}} \right)^2 W(t)dt
\]
\[
\kappa_3 = (1-W(x)) - \int_x^b \left[ \frac{\log \frac{t}{b}}{\log \frac{u}{b}} \left( 1 - \frac{\log \frac{t}{b}}{2\log \frac{u}{b}} \right) \right] W(t)dt
\]
\[
\kappa_4 = (1-W(x)) - \frac{1}{2} \int_x^b \left( \frac{\log \frac{t}{b}}{\log \frac{u}{b}} \right)^2 W(t)dt,
\]
provided that all integrals exist.

**Proof.** Similar to the proof of the previous theorems, by using Lemma 1, Hölder integral inequality and GA-convexity of \(|f'|^q\), one can immediately get the result. We omit the details.

**REMARK 3.** Results similar to Theorems 2, 3, 4 can also be obtained for GA-convex functions and some applications for special means can be given. It is left to the interested readers.
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HERMITE INTERPOLATION AND INEQUALITIES INVOLVING WEIGHTED AVERAGES OF \( n \)-CONVEX FUNCTIONS

JOSIP PEČARIĆ AND MARJAN PRALJAK

(Communicated by C. P. Niculescu)

Abstract. By using Hermite interpolation we obtain Popoviciu-type inequalities containing sums \( \sum_{i=1}^{m} p_i f(x_i) \), where \( f \) is an \( n \)-convex function. We also give integral analogues of the results, as well as bounds for integral remainders of identities associated with the obtained inequalities.

1. Introduction

Pečarić [5] proved the following result (see also [6, p. 262]):

**Proposition 1.1.** The inequality

\[
\sum_{i=1}^{m} p_i f(x_i) \geq 0
\]

holds for all convex functions \( f \) if and only if the \( m \)-tuples \( \mathbf{x} = (x_1, \ldots, x_m), \mathbf{p} = (p_1, \ldots, p_m) \in \mathbb{R}^m \) satisfy

\[
\sum_{i=1}^{m} p_i = 0 \quad \text{and} \quad \sum_{i=1}^{m} p_i |x_i - x_k| \geq 0 \quad \text{for} \quad k \in \{1, \ldots, m\}. \tag{2}
\]

Since

\[
\sum_{i=1}^{m} p_i |x_i - x_k| = 2 \sum_{i=1}^{m} p_i (x_i - x_k)_+ - \sum_{i=1}^{m} p_i (x_i - x_k),
\]

where \( y_+ = \max(y, 0) \), it is easy to see that condition (2) is equivalent to

\[
\sum_{i=1}^{m} p_i = 0, \quad \sum_{i=1}^{m} p_i x_i = 0 \quad \text{and} \quad \sum_{i=1}^{m} p_i (x_i - x_k)_+ \geq 0 \quad \text{for} \quad k \in \{1, \ldots, m-1\}. \tag{3}
\]
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Let $A$ denote the linear operator $A(f) = \sum_{i=1}^{m} p_i f(x_i)$, let $w(x,t) = (x-t)_+$ and $x(1) \leq x(2) \leq \cdots \leq x(m)$ be the sequence $x$ in ascending order. Notice that $A(w(\cdot, x_k)) = \sum_{i=1}^{m} p_i (x_i - x_k)_+$. For $t \in [x(k), x(k+1)]$ we have

$$A(w(\cdot, t)) = A(w(\cdot, x(k))) + (x(k) - t) \sum_{i:x_i > x(k)} p_i,$$

so the mapping $t \mapsto A(w(\cdot, t))$ is linear on $[x(k), x(k+1)]$. Furthermore, $A(w(\cdot, x(m))) = 0$, so condition (3) is equivalent to

$$\sum_{i=1}^{m} p_i = 0, \quad \sum_{i=1}^{m} p_i x_i = 0 \quad \text{and} \quad \sum_{i=1}^{m} p_i (x_i - t)_+ \geq 0 \quad \text{for every} \quad t \in [x(1), x(m-1)]. \quad (4)$$

It turns out that condition (4) is appropriate for extension of Proposition 1.1 to the integral case and the more general class of $n$-convex functions.

**Definition 1.2.** The $n$-th order divided difference of a function $f : I \to \mathbb{R}$, where $I$ is an interval in $\mathbb{R}$, at distinct points $x_0, \ldots, x_n \in I$ is defined recursively (see [6]) by

$$f[x_i] = f(x_i), \quad (i = 0, \ldots, n)$$

and

$$f[x_0, \ldots, x_n] = \frac{f[x_1, \ldots, x_n] - f[x_0, \ldots, x_{n-1}]}{x_n - x_0}.$$ 

The function $f$ is said to be $n$-convex on $I$, $n \geq 0$, if for all choices of $(n+1)$ distinct points in $I$, the $n$-th order divided difference of $f$ satisfies

$$f[x_0, \ldots, x_n] \geq 0.$$

The value $f[x_0, \ldots, x_n]$ is independent of the order of the points $x_0, \ldots, x_n$. If $f^{(n)}$ exists, then $f$ is $n$-convex if and only if $f^{(n)} \geq 0$. For $1 \leq k \leq n-2$, a function $f$ is $n$-convex if and only if $f^{(k)}$ exists and is $(n-k)$-convex.

The following result is due to Popoviciu [7, 8] (see [10, 6] also).

**Proposition 1.3.** Let $n \geq 2$. Inequality (1) holds for all $n$-convex functions $f : [a, b] \to \mathbb{R}$ if and only if the $m$-tuples $x \in [a, b]^m$, $p \in \mathbb{R}^m$ satisfy

$$\sum_{i=1}^{m} p_i x_i^k = 0, \quad \text{for all} \quad k = 0, 1, \ldots, n - 1 \quad (5)$$

$$\sum_{i=1}^{m} p_i (x_i - t)_{+}^{n-1} \geq 0, \quad \text{for every} \quad t \in [a, b]. \quad (6)$$

In fact, Popoviciu proved a stronger result – it is enough to assume that (6) holds for every $t \in [x(1), x(m-n+1)]$ and then, due to (5), it is automatically satisfied for every $t \in [a, b]$. The integral analogue (see [9, 6]) is given in the next proposition.
PROPOSITION 1.4. Let \( n \geq 2 \), \( p : [\alpha, \beta] \to \mathbb{R} \) and \( g : [\alpha, \beta] \to [a, b] \). Then, the inequality
\[
\int_{\alpha}^{\beta} p(x) f(g(x)) \, dx \geq 0
\]
holds for all \( n \)-convex functions \( f : [a, b] \to \mathbb{R} \) if and only if
\[
\int_{\alpha}^{\beta} p(x) g(x)^k \, dx = 0, \quad \text{for all } k = 0, 1, \ldots, n - 1
\]
\[
\int_{\alpha}^{\beta} p(x) (g(x) - t)_{n-1}^k \, dx \geq 0, \quad \text{for every } t \in [a, b].
\]

In this paper we will derive inequalities of type (1) and (7) for \( n \)-convex functions by making use of the Hermite interpolation. Let \( -\infty < a \leq a_1 < a_2 < \cdots < a_r \leq b < \infty \), \( r \geq 2 \). The Hermite interpolation of a function \( f \in C^n[a, b] \) is of the form
\[
f(x) = P_H(x) + e_H(x)
\]
where \( P_H \) is the unique polynomial of degree \( n - 1 \), called the Hermite interpolating polynomial of \( f \), satisfying
\[
P_H^{(i)}(a_j) = f^{(i)}(a_j), \quad 0 \leq i \leq k_j, \quad 1 \leq j \leq r, \quad \sum_{j=1}^{r} k_j + r = n.
\]

The associated error \( e_H(x) \) can be represented in terms of the Green’s function \( G_{H,n}(x, s) \) for the multipoint boundary value problem
\[
z^{(n)}(x) = 0, \quad z^{(i)}(a_j) = 0, \quad 0 \leq i \leq k_j, \quad 1 \leq j \leq r,
\]
that is, the following result holds (see [2]):

THEOREM 1.5. Let \( f \in C^n[a, b] \), and let \( P_H \) be its Hermite interpolating polynomial. Then
\[
f(x) = P_H(x) + e_H(x)
\]
where
\[
H_{ij}(x) = \frac{1}{i!} \frac{w(x)}{(x - a_j)^{k_j+1-i}} \sum_{k=0}^{k_j-i} \frac{1}{k!} \frac{d^k}{dx^k} \left( \frac{(x - a_j)^{k_j+1}}{w(x)} \right) \bigg|_{x=a_j} (x - a_j)^k,
\]
and
\[
w(x) = \prod_{j=1}^{r} (x - a_j)^{k_j+1}
\]
and $G_{H,n}$ is the Green’s function defined by

$$G_{H,n}(x,s) = \begin{cases} 
\sum_{j=1}^{l} \sum_{i=0}^{k_j} \frac{(a_j-s)^{n-i-1}}{(n-i-1)!} H_{ij}(x), & s \leq x, \\
- \sum_{j=l+1}^{r} \sum_{i=0}^{k_j} \frac{(a_j-s)^{n-i-1}}{(n-i-1)!} H_{ij}(x), & s \geq x 
\end{cases}$$

(12)

for all $a_l \leq s \leq a_{l+1}$, $l = 0, 1, \ldots, r$ ($a_0 = a, a_{r+1} = b$).

The following are some special cases of the Hermite interpolation of functions:

(i) $(m, n-m)$ conditions: $r = 2$, $a_1 = a$, $a_2 = b$, $1 \leq m \leq n-1$, $k_1 = m - 1$ and $k_2 = n - m - 1$. In this case

$$f(x) = \sum_{i=0}^{m-1} \tau_i(x) f^{(i)}(a) + \sum_{i=0}^{n-m-1} \eta_i(x) f^{(i)}(b) + \int_{a}^{b} G_{m,n}(x,s) f^{(n)}(s) ds,$$

where

$$\tau_i(x) = \frac{1}{i!} (x-a)^i \frac{(x-b)}{a-b} \sum_{k=0}^{n-m-1-i} \binom{n-m+k-1}{k} \frac{(x-a)^k}{b-a},$$

$$\eta_i(x) = \frac{1}{i!} (x-b)^i \frac{(x-a)}{b-a} \sum_{k=0}^{m-n-1-i} \binom{m+k-1}{k} \frac{(x-b)^k}{a-b}$$

(13) and (14)

and the Green’s function $G_{m,n}$ is of the form

$$G_{m,n}(x,s) = \begin{cases} 
\sum_{j=0}^{m-1} \sum_{p=0}^{m-1-j} \binom{n-m+p-1}{p} \frac{(x-a)^j (a-s)^{n-j-1}}{j!(n-j-1)!} \frac{(a-s)}{b-a}^{n-m}, & s \leq x, \\
- \sum_{j=0}^{n-m-1} \sum_{q=0}^{n-m-1-i} \binom{m+q-1}{q} \frac{(x-b)^j (b-s)^{m-j-1}}{j!(m-j)!} \frac{(b-s)}{a-a}^{m}, & s \geq x 
\end{cases}$$

(15)

(ii) Taylor’s two-point condition: $m \in \mathbb{N}$, $n = 2m$, $r = 2$, $a_1 = a$, $a_2 = b$ and $k_1 = k_2 = m - 1$. In this case

$$f(x) = \sum_{i=0}^{m-1} \sum_{k=0}^{m-i} \frac{(m+k-1)}{k} \frac{(x-a)^i}{i!} \frac{(x-b)}{a-b} ^m \frac{(x-a)^k}{b-a} f^{(i)}(a) + \frac{(x-b)^i}{i!} \frac{(x-a)}{b-a} ^m \frac{(x-b)}{a-b} ^k f^{(i)}(b) + \int_{a}^{b} G_{2T,m}(x,s) f^{(2m)}(s) ds,$$

where the Green’s function $G_{2T,m}$ is of the form

$$G_{2T,m}(x,s) = \frac{(-1)^m}{(2m-1)!} \begin{cases} 
p^{m}(x,s) \sum_{k=0}^{m-k-k} \binom{m+k-1}{k} (x-s)^{m-1-k} q^k(x,s), & s \leq x, \\
q^{m}(x,s) \sum_{k=0}^{m-k-k} \binom{m+k-1}{k} (s-x)^{m-1-k} p^k(x,s), & x \leq s,
\end{cases}$$

where $p(x,s) = \frac{(x-a)(b-x)}{(b-a)}$ and $q(x,s) = p(s,x)$.

The following lemma yields the sign of the Green’s function (12) on certain intervals (see Lemma 2.3.3, page 75, in [2]).
**Lemma 1.6.** The Green’s function $G_{H,n}$ given by (12) and $w$ given by (11) satisfy

$$
\frac{G_{H,n}(x, s)}{w(x)} > 0, \quad \text{for } a_1 \leq x \leq a_r, \quad a_1 < s < a_r.
$$

Integration by parts easily yields that for any function $f \in C^2[a, b]$ the following holds

$$
f(x) = \frac{b-x}{b-a} f(a) + \frac{x-a}{b-a} f(b) + \int_{a}^{b} G(x, s) f''(s) ds,
$$

where the function $G : [a, b] \times [a, b] \rightarrow \mathbb{R}$ is the Green’s function of the boundary value problem

$$
z''(x) = 0, \quad z(a) = z(b) = 0
$$

and is given by

$$
G(x, s) = \begin{cases} 
\frac{(x-b)(s-a)}{b-a}, & \text{for } a \leq s \leq x, \\
\frac{(s-b)(x-a)}{b-a}, & \text{for } x \leq s \leq b.
\end{cases}
$$

The function $G$ is continuous, symmetric and convex with respect to both variables $x$ and $s$.

**2. Main results**

We will start this section with several identities.

**Theorem 2.1.** Let $-\infty < a \leq a_1 < a_2 < \cdots < a_r \leq b < \infty$, $r \geq 2$, $\sum_{j=1}^{r} k_j + r = n$, $f \in C^n[a, b]$, $\mathbf{x} \in [a, b]^m$, $\mathbf{p} \in \mathbb{R}^m$ and let $H_{ij}$ and $G_{H,n}$ be given by (10) and (12). Then

$$
\sum_{k=1}^{m} p_k f(x_k) = \sum_{j=1}^{r} \sum_{i=0}^{k_j} \sum_{k=1}^{m} p_k H_{ij}(x_k) f^{(i)}(a_j) + \int_{a}^{b} \sum_{k=1}^{m} p_k G_{H,n}(x_k, s) f^{(n)}(s) ds.
$$

**Proof.** By applying identity (9) at $x_k$, multiplying it by $p_k$ and summing up we obtained the required identity. $\square$

The integral version of the previous theorem is the following:

**Theorem 2.2.** Let $-\infty < a \leq a_1 < a_2 < \cdots < a_r \leq b < \infty$, $r \geq 2$, $\sum_{j=1}^{r} k_j + r = n$, $f \in C^n[a, b]$, $g : [\alpha, \beta] \rightarrow [a, b]$, $\mathbf{p} : [\alpha, \beta] \rightarrow \mathbb{R}$ and let $H_{ij}$ and $G_{H,n}$ be given by (10) and (12). Then

$$
\int_{\alpha}^{\beta} p(x) f(g(x)) dx = \sum_{j=1}^{r} \sum_{i=0}^{k_j} f^{(i)}(a_j) \int_{\alpha}^{\beta} p(x) H_{ij}(x) dx \\
+ \int_{a}^{b} \left( \int_{\alpha}^{\beta} p(x) G_{H,n}(g(x), s) dx \right) f^{(n)}(s) ds.
$$
THEOREM 2.3. Let $-\infty < a \leq a_1 < a_2 < \cdots < a_r \leq b < \infty$, $r \geq 2$, $\sum_{j=1}^r k_j + r = n - 2$, $f \in C^n[a,b]$, $x \in [a,b]^m$, $p \in \mathbb{R}^m$ and let $H_{ij}$ and $G_{H,n-2}$ be given by (10) and (12). Then

$$
\sum_{k=1}^m p_k f(x_k) = \frac{f(b) - f(a)}{b - a} \sum_{k=1}^m p_k x_k + \frac{bf(a) - af(b)}{b - a} \sum_{k=1}^m p_k
$$

$$+ \sum_{j=1}^r \sum_{i=0}^{k_j} f^{(i+2)}(a_j) \int_a^b \sum_{k=1}^m p_k G(x_k,s) H_{ij}(s) ds
$$

$$+ \int_a^b \int_a^b \sum_{k=1}^m p_k G(x_k,s) G_{H,n-2}(s,t) f^{(n)}(t) dt ds. \quad (19)
$$

Proof. Applying identity (16) at $x_k$, multiplying it by $p_k$ and summing up we obtain

$$
\sum_{k=1}^m p_k f(x_k) = \frac{f(b) - f(a)}{b - a} \sum_{k=1}^m p_k x_k + \frac{bf(a) - af(b)}{b - a} \sum_{k=1}^m p_k + \int_a^b \int_a^b \sum_{k=1}^m p_k G(x_k,s) f''(s) ds. \quad (20)
$$

By Theorem 1.5, $f''(s)$ can be expressed as

$$
f''(s) = \sum_{j=1}^r \sum_{i=0}^{k_j} H_{ij}(s) f^{(i+2)}(a_j) + \int_a^b G_{H,n-2}(s,t) f^{(n)}(t) dt. \quad (21)
$$

Inserting (21) in (20) we get (19). □

We also state the integral version of the previous theorem.

THEOREM 2.4. Let $-\infty < a \leq a_1 < a_2 < \cdots < a_r \leq b < \infty$, $r \geq 2$, $\sum_{j=1}^r k_j + r = n - 2$, $f \in C^n[a,b]$, $g : [\alpha, \beta] \rightarrow [a,b]$, $p : [\alpha, \beta] \rightarrow \mathbb{R}$ and let $H_{ij}$ and $G_{H,n-2}$ be given by (10) and (12). Then

$$
\int_\alpha^\beta p(x) f(g(x)) dx = \frac{f(b) - f(a)}{b - a} \int_\alpha^\beta p(x) g(x) dx + \frac{bf(a) - af(b)}{b - a} \int_\alpha^\beta p(x) dx
$$

$$+ \sum_{j=1}^r \sum_{i=0}^{k_j} f^{(i+2)}(a_j) \left( \int_\alpha^\beta p(x) G(g(x),s) dx \right) H_{ij}(s) ds
$$

$$+ \int_\alpha^\beta \int_\alpha^\beta \left( \int_\alpha^\beta p(x) G(g(x),s) dx \right) G_{H,n-2}(s,t) f^{(n)}(t) dt ds.
$$

Next we will use the identities proven above to derive inequalities.

THEOREM 2.5. Let $-\infty < a \leq a_1 < a_2 < \cdots < a_r \leq b < \infty$, $r \geq 2$, $\sum_{j=1}^r k_j + r = n$, $x \in [a,b]^m$, $p \in \mathbb{R}^m$ and let $H_{ij}$ and $G_{H,n}$ be given by (10) and (12). If $f : [a,b] \rightarrow \mathbb{R}$ is $n$-convex and

$$
\sum_{k=1}^m p_k G_{H,n}(x_k,s) \geq 0 \quad \text{for all } s \in [a,b], \quad (22)
$$

Then

$$
\int_\alpha^\beta p(x) f(g(x)) dx = \frac{f(b) - f(a)}{b - a} \int_\alpha^\beta p(x) g(x) dx + \frac{bf(a) - af(b)}{b - a} \int_\alpha^\beta p(x) dx
$$

$$+ \sum_{j=1}^r \sum_{i=0}^{k_j} f^{(i+2)}(a_j) \left( \int_\alpha^\beta p(x) G(g(x),s) dx \right) H_{ij}(s) ds
$$

$$+ \int_\alpha^\beta \int_\alpha^\beta \left( \int_\alpha^\beta p(x) G(g(x),s) dx \right) G_{H,n}(s,t) f^{(n)}(t) dt ds.
$$
then
\[ \sum_{k=1}^{m} p_k f(x_k) \geq \sum_{j=1}^{r} \sum_{i=0}^{k_j} \sum_{k=1}^{m} p_k H_{ij}(x_k) f^{(i)}(a_j). \]
(23)

If the inequality in (22) is reversed, then the inequality in (23) is reversed also.

Proof. If (22) holds, then the second term on the right hand side (18) is nonnegative. □

THEOREM 2.6. Let \(-\infty < a \leq a_1 < a_2 < \cdots < a_r \leq b < \infty, r \geq 2, \sum_{j=1}^{f} k_j + r = n, x \in [a,b]^m, p : [\alpha, \beta] \to \mathbb{R}\) and let \(H_{ij}\) and \(G_{H,n}\) be given by (10) and (12). If \(f : [a,b] \to \mathbb{R}\) is \(n\)-convex and
\[ \int_{\alpha}^{\beta} p(x) G_{H,n}(g(x),s) \, dx \geq 0 \quad \text{for all} \quad s \in [a,b], \]
(24)

then
\[ \int_{\alpha}^{\beta} p(x) f(g(x)) \, dx \geq \sum_{j=1}^{r} \sum_{i=0}^{k_j} f^{(i)}(a_j) \int_{\alpha}^{\beta} p(x) H_{ij}(x) \, dx. \]
(25)

If the inequality in (24) is reversed, then the inequality in (25) is reversed also.

THEOREM 2.7. Let \(-\infty < a = a_1 < a_2 < \cdots < a_r = b < \infty, r \geq 2, \sum_{j=1}^{f} k_j + r = n - 2, x \in [a,b]^m, p \in \mathbb{R}^m\) and let \(H_{ij}\) and \(G_{H,n-2}\) be given by (10) and (12). Let \(f : [a,b] \to \mathbb{R}\) be \(n\)-convex and
\[ \sum_{k=1}^{m} p_k G(x_k,s) \geq 0 \quad \text{for all} \quad s \in [a,b], \]
(26)

and consider the inequality
\[ \sum_{k=1}^{m} p_k f(x_k) \geq \frac{f(b) - f(a)}{b - a} \sum_{k=1}^{m} p_k x_k + \frac{bf(a) - af(b)}{b - a} \sum_{k=1}^{m} p_k \]
\[ + \sum_{j=1}^{r} \sum_{i=0}^{k_j} f^{(i+2)}(a_j) \int_{a}^{b} \sum_{k=1}^{m} p_k G(x_k,s) H_{ij}(s) \, ds. \]
(27)

(i) If \(k_j\) for \(j = 2, \ldots, r\) are odd, then (27) holds.

(ii) If \(k_j\) for \(j = 2, \ldots, r - 1\) are odd and \(k_r\) is even, then the reverse of (27) holds.

Proof. (i) Assume first that \(f \in C^n[a,b]\). Due to the assumptions \(w\) given by (11) satisfies \(w(x) \geq 0\) for all \(x\) and, hence, by Lemma 1.6, \(G_{H,n-2}(s,t) \geq 0\) for all \(s,t \in [a,b]\). Therefore, the last term on the right hand side of (19) is nonnegative, so inequality (27) holds. The inequality for general \(f\) follows since every \(n\)-convex function can be obtained, by making use of the Bernstein polynomials, as a uniform limit of \(n\)-convex functions with a continuous \(n\)-th derivative (see [6]).

(ii) Under these assumptions \(w(x) \leq 0\), so \(G_{H,n-2}(s,t) \leq 0\). The rest of the proof is the same as in (i). □
THEOREM 2.8. Let $-\infty < a = a_1 < a_2 < \cdots < a_r = b < \infty$, $r \geq 2$, $\sum_{j=1}^{r} k_j + r = n - 2$, $g : [\alpha, \beta] \to \mathbb{R}$, $p : [\alpha, \beta] \to \mathbb{R}$ and let $H_{ij}$ be given by (10). Let $f : [a, b] \to \mathbb{R}$ be $n$-convex and

$$\int_{\alpha}^{\beta} p(x)G(g(x), s) \, dx \geq 0 \quad \text{for all } s \in [a, b],$$

and consider the inequality

$$\int_{\alpha}^{\beta} p(x) f(g(x)) \, dx \geq \frac{f(b) - f(a)}{b - a} \int_{\alpha}^{\beta} p(x) g(x) \, dx + \frac{bf(a) - af(b)}{b - a} \int_{\alpha}^{\beta} p(x) \, dx$$

$$+ \sum_{j=1}^{r} \sum_{i=0}^{k_j} f(i+2)(a_j) \left( \int_{\alpha}^{\beta} p(x) G(g(x), s) \, dx \right) H_{ij}(s) \, ds. \quad (28)$$

(i) If $k_j$ for $j = 2, \ldots, r$ are odd, then (28) holds.

(ii) If $k_j$ for $j = 2, \ldots, r - 1$ are odd and $k_r$ is even, then the reverse of (28) holds.

In the case of Taylor’s two point conditions we have the following corollary.

COROLLARY 2.9. Let $\tau_i$ and $\eta_i$ be given by (13) and (14) and let $x \in [a, b]^m$ and $\mathbf{p} \in \mathbb{R}^m$ be such that (26) holds. Let $f : [a, b] \to \mathbb{R}$ be $n$-convex and consider the inequality

$$\sum_{k=1}^{m} p_k f(x_k) \geq \frac{f(b) - f(a)}{b - a} \sum_{k=1}^{m} p_k x_k + \frac{bf(a) - af(b)}{b - a} \sum_{k=1}^{m} p_k$$

$$+ \int_{a}^{b} \left( \sum_{k=1}^{m} p_k G(x_k, s) \right) \left( \sum_{i=0}^{l-1} \tau_i(s) f^{(i+2)}(a) + \sum_{i=0}^{n-l-1} \eta_i(s) f^{(i+2)}(b) \right) \, ds. \quad (29)$$

(i) If $n - l$ is even, then (29) holds.

(ii) If $n - l$ is odd, then the reverse of (29) holds.

In the case of Taylor’s two point conditions we have the following corollary.

COROLLARY 2.10. Let $x \in [a, b]^m$ and $\mathbf{p} \in \mathbb{R}^m$ be such that (26) holds. Let $f : [a, b] \to \mathbb{R}$ be $n$-convex and consider the inequality

$$\sum_{k=1}^{m} p_k f(x_k) \geq \frac{f(b) - f(a)}{b - a} \sum_{k=1}^{m} p_k x_k + \frac{bf(a) - af(b)}{b - a} \sum_{k=1}^{m} p_k + \int_{a}^{b} \left( \sum_{k=1}^{m} p_k G(x_k, s) \right)$$

$$\times \left( \sum_{i=0}^{l-1} \sum_{k=0}^{i} \binom{l+k-1}{k} \frac{(s-a)^i}{i!} \frac{(s-b)^l}{a-b} \frac{(s-a)^k}{b-a} f^{(i+2)}(a) \right)$$

$$+ \frac{(s-a)^i}{i!} \frac{(s-b)^l}{a-b} \frac{(s-b)^k}{b-a} f^{(i+2)}(b) \right) \, ds. \quad (30)$$
(i) If \( l \) is even, then (30) holds.

(ii) If \( l \) is odd, then the reverse of (30) holds.

**THEOREM 2.11.** Let \(-\infty < a = a_1 < a_2 < \cdots < a_r = b < \infty, \ r \geq 2, \ \sum_{j=1}^{r} k_j + r = n - 2\), let \( \mathbf{x} \in [a, b]^m \) and \( \mathbf{p} \in \mathbb{R}^m \) satisfy (2), and let \( H_{ij} \) and \( G_{H,n-2} \) be given by (10) and (12). Let \( f : [a, b] \to \mathbb{R} \) be \( n \)-convex and consider the inequality

\[
\sum_{k=1}^{m} p_k f(x_k) \geq \sum_{j=1}^{r} \sum_{i=0}^{k_j} f^{(i+2)}(a_j) \int_{a}^{b} \sum_{k=1}^{m} p_k G(x_k, s) H_{ij}(s) ds
\]  

(31)

and the function

\[
F(x) = \sum_{j=1}^{r} \sum_{i=0}^{k_j} f^{(i+2)}(a_j) \int_{a}^{b} G(x, s) H_{ij}(s) ds.
\]  

(32)

(i) If \( k_j \) for \( j = 2, \ldots, r \) are odd, then (31) holds. Furthermore, if the function \( F \) is convex, then inequality (1) holds.

(ii) If \( k_j \) for \( j = 2, \ldots, r - 1 \) are odd and \( k_r \) is even, then the reverse of (31) holds. Furthermore, if the function \( F \) is concave, then the reverse of inequality (1) holds.

**Proof.** The function \( G(x, s) \) is convex in the first variable, so assumption (26) is satisfied by Proposition 1.1. Now, the claims of the theorem follow from Theorem 2.7 and Proposition 1.1. \( \Box \)

**THEOREM 2.12.** Let \(-\infty < a = a_1 < a_2 < \cdots < a_r = b < \infty, \ r \geq 2, \ \sum_{j=1}^{r} k_j + r = n - 2\), let \( g : [\alpha, \beta] \to \mathbb{R} \) and \( p : [\alpha, \beta] \to \mathbb{R} \) satisfy (8), and let \( H_{ij} \) and \( G_{H,n-2} \) be given by (10) and (12). Let \( f : [a, b] \to \mathbb{R} \) be \( n \)-convex and consider the inequality

\[
\int_{\alpha}^{\beta} p(x) f(x) dx \geq \sum_{j=1}^{r} \sum_{i=0}^{k_j} f^{(i+2)}(a_j) \int_{a}^{b} \left( \int_{\alpha}^{\beta} p(x) G(g(x), s) dx \right) H_{ij}(s) ds
\]  

(33)

and the function \( F \) given by (32).

(i) If \( k_j \) for \( j = 2, \ldots, r \) are odd, then (33) holds. Furthermore, if the function \( F \) is convex, then inequality (7) holds.

(ii) If \( k_j \) for \( j = 2, \ldots, r - 1 \) are odd and \( k_r \) is even, then the reverse of (33) holds. Furthermore, if the function \( F \) is concave, then the reverse of inequality (7) holds.
3. Bounds for identities related to the Popoviciu-type inequalities

Let \( f, h : [a, b] \to \mathbb{R} \) be two Lebesgue integrable functions. We consider the Čebyšev functional
\[
T(f, h) = \frac{1}{b-a} \int_a^b f(x)h(x)dx - \left( \frac{1}{b-a} \int_a^b f(x)dx \right) \left( \frac{1}{b-a} \int_a^b h(x)dx \right).
\]
The following results can be found in [4].

**Proposition 3.1.** Let \( f : [a, b] \to \mathbb{R} \) be a Lebesgue integrable function and \( h : [a, b] \to \mathbb{R} \) be an absolutely continuous function with \((\cdot - a)(b - \cdot)|h'|^2 \in L[a, b]\). Then we have the inequality
\[
|T(f, h)| \leq \frac{1}{\sqrt{2}} \left( \frac{1}{b-a} |T(f, f)| \int_a^b (x-a)(b-x)|h'(x)|^2\,dx \right)^{\frac{1}{2}}.
\] (34)
The constant \( \frac{1}{\sqrt{2}} \) in (34) is the best possible.

**Proposition 3.2.** Let \( h : [a, b] \to \mathbb{R} \) be a monotonic nondecreasing function and let \( f : [a, b] \to \mathbb{R} \) be an absolutely continuous function such that \( f' \in L_\infty[a, b] \). Then we have the inequality
\[
|T(f, h)| \leq \frac{1}{2(b-a)} \|f'\|_\infty \int_a^b (x-a)(b-x)dh(x).
\] (35)
The constant \( \frac{1}{2} \) in (35) is the best possible.

For \( m \)-tuples \( p = (p_1, \ldots, p_m) \in \mathbb{R}^m \), \( x = (x_1, \ldots, x_m) \in [a, b]^m \) and the functions \( G \) and \( G_{H, n} \) given by (17) and (12) denote
\[
\delta_1(t) = \sum_{k=1}^m p_k G_{H, n}(x_k, t), \quad \text{for } t \in [a, b].
\] (36)
\[
\delta_2(t) = \int_a^b \sum_{k=1}^m p_k G(x_k, s)G_{H, n-2}(s, t)\,ds, \quad \text{for } t \in [a, b].
\] (37)

Now, we are ready to state the main results of this section.

**Theorem 3.3.** Let \( -\infty < a \leq a_1 < a_2 < \cdots < a_r \leq b < \infty \), \( r \geq 2 \), let \( f : [a, b] \to \mathbb{R} \) be such that \( f^{(n)} \) is an absolutely continuous function with \((\cdot - a)(b - \cdot)|f^{(n+1)}|^2 \in L[a, b] \), \( x \in [a, b]^m \), \( p \in \mathbb{R}^m \) and let \( H_{ij} \), \( \delta_1 \) and \( \delta_2 \) be given by (10), (36) and (37).

(i) If \( \sum_{j=1}^r k_j + r = n \), then
\[
\sum_{k=1}^m p_k f(x_k) = \sum_{j=1}^r \sum_{i=0}^{k_j} \sum_{k=1}^m p_k H_{ij}(x_k) f^{(i)}(a_j)
\] 
\[+ \frac{f^{(n-1)}(b) - f^{(n-1)}(a)}{b-a} \int_a^b \delta_1(s)\,ds + R_n^1(f; a, b), \] (38)
where the remainder $R^1_n(f; a, b)$ satisfies the estimation
\[ |R^1_n(f; a, b)| \leq \left( \frac{b-a}{2} |T(\delta_1, \delta_1)| \int_a^b (s-a)(b-s)[f^{(n+1)}(s)]^2 ds \right)^{\frac{1}{2}}. \tag{39} \]

(ii) If $\sum_{j=1}^r k_j + r = n - 2$, then
\[
\sum_{k=1}^m p_k f(x_k) = \frac{f(b) - f(a)}{b-a} \sum_{k=1}^m p_k x_k + \frac{bf(a) - af(b)}{b-a} \sum_{k=1}^m p_k \\
+ \sum_{j=1}^r \sum_{i=0}^{k_j} f^{(i+2)}(a_j) \int_a^b \sum_{k=1}^m p_k G(x_k, s) H_{ij}(s) ds \\
+ \frac{f^{(n-1)}(b) - f^{(n-1)}(a)}{b-a} \int_a^b \delta_2(s) ds + R^2_n(f; a, b), \tag{40}
\]

where the remainder $R^2_n(f; a, b)$ satisfies the estimation
\[ |R^2_n(f; a, b)| \leq \left( \frac{b-a}{2} |T(\delta_2, \delta_2)| \int_a^b (s-a)(b-s)[f^{(n+1)}(s)]^2 ds \right)^{\frac{1}{2}}. \]

**Proof.** (i) Applying Proposition 3.1 with $f \rightarrow \delta_1$ and $h \rightarrow f^{(n)}$ we get
\[
\left| \int_a^b \delta_1(s) f^{(n)}(s) ds - \frac{1}{b-a} \int_a^b \delta_1(s) ds \int_a^b f^{(n)}(s) ds \right| \\
\leq \left( \frac{b-a}{2} |T(\delta_1, \delta_1)| \int_a^b (s-a)(b-s)[f^{(n+1)}(s)]^2 ds \right)^{\frac{1}{2}}. \tag{41}
\]

From identities (18) and (38) we obtain
\[
\int_a^b \delta_1(s) f^{(n)}(s) ds = \frac{f^{(n-1)}(b) - f^{(n-1)}(a)}{b-a} \int_a^b \delta_1(s) ds + R^1_n(f; a, b),
\]
where the estimate (39) follows from (41).

(ii) Analogous as in (i). \(\square\)

By using Proposition 3.2 we obtain the following Grüss type inequality.

**THEOREM 3.4.** Let $-\infty < a \leq a_1 < a_2 < \cdots < a_r \leq b < \infty$, $r \geq 2$, let $x$, $p$, $H_{ij}$, $\delta_1$, $\delta_2$ and $n$ be as in Theorem 3.3 and let $f : [a, b] \rightarrow \mathbb{R}$ be such that $f^{(n)}$ is an absolutely continuous function with $f^{(n+1)} \geq 0$. Then representations (38) and (40) hold with the remainders $R^i_n(f; a, b)$, $i = 1, 2$, satisfying the bounds
\[ |R^i_n(f; a, b)| \leq \|\delta^i\|_{\infty} \left[ \frac{b-a}{2} \left( f^{(n-1)}(b) + f^{(n-1)}(a) \right) - f^{(2n-2)}(b) + f^{(2n-2)}(a) \right]. \tag{42} \]
Proof. If we apply Proposition 3.2 with $f \to \delta_i$ and $h \to f^{(n)}$ we obtain
\[
\left| \int_a^b \delta_i(s)f^{(n)}(s)ds - \frac{1}{b-a} \int_a^b \delta_i(s)ds \int_a^b f^{(n)}(s)ds \right| \leq \frac{1}{2} \|\delta'_i\|_\infty \int_a^b (s-a)(b-s)f^{(n+1)}(s)ds.
\]
Since
\[
\int_a^b (s-a)(b-s)f^{(n+1)}(s)ds = \int_a^b (2s-a-b)f^{(n)}(s)ds
\]
\[
= (b-a) \left[ f^{(n-1)}(b) + f^{(n-1)}(a) \right] - 2 \left[ f^{(n-2)}(b) - f^{(n-2)}(a) \right],
\]
using (43) and identities (18) or (19) we deduce (42). \qed

REMARK 3.5. We can construct linear functionals by taking differences of the left and right hand sides of the inequalities from Theorems 2.5, 2.6, 2.7 and 2.8. By using similar methods as in [1, 3] we can prove mean value results for these functionals, as well as construct new families of exponentially convex functions and Cauchy-type means. Then, by using some known properties of exponentially convex functions, we can derive new inequalities and prove monotonicity of the obtained Cauchy-type means analogously as in [1, 3].
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GENERALIZATIONS OF SHERMAN’S INEQUALITY
BY HERMITE’S INTERPOLATING POLYNOMIAL

M. ADIL KHAN, S. IVELIĆ BRADANOVIĆ AND J. PEČARIĆ

(Communicated by K. Nikodem)

Abstract. Generalizations of Sherman’s inequality for convex functions of higher order are obtained by applying Hermite’s interpolating polynomials. The results for particular cases, namely, Lagrange, \((m,n-m)\) and two-point Taylor interpolating polynomials are also considered. The Grüss and Ostrowski type inequalities related to these generalizations are given.

1. Introduction

We start with the concept of majorization which is exactly a partial ordering of vectors and determines the degree of similarity between the vector elements.

For fixed \(m \geq 2\), let \(\mathbf{x} = (x_1, \ldots, x_m)\) and \(\mathbf{y} = (y_1, \ldots, y_m)\) denote two \(m\)-tuples. Let \(x_1 \geq x_2 \geq \cdots \geq x_m\) and \(y_1 \geq y_2 \geq \cdots \geq y_m\) be their ordered components. We say that \(\mathbf{x}\) majorizes \(\mathbf{y}\) or \(\mathbf{y}\) is majorized by \(\mathbf{x}\) and write \(\mathbf{y} \prec \mathbf{x}\) if

\[
\sum_{i=1}^{k} y_i \leq \sum_{i=1}^{k} x_i, \quad k = 1, \ldots, m-1, \quad \text{and} \quad \sum_{i=1}^{m} y_i = \sum_{i=1}^{m} x_i. \tag{1}
\]

A notation from real vectors may be extended to real matrices. Let \(\mathcal{M}_{ml}(\mathbb{R})\) denotes the space of \(m \times l\) real matrices. A matrix \(\mathbf{A} = (a_{ij}) \in \mathcal{M}_{ml}(\mathbb{R})\) is called row stochastic if all of its entries are greater than or equal to zero and the sum of the entries in each row is equal to 1. A square matrix \(\mathbf{A} = (a_{ij}) \in \mathcal{M}_{ll}(\mathbb{R})\) is called double stochastic if all of its entries are greater than or equal to zero and the sum of the entries in each column and each row is equal to 1.

The majorization theorem, due to Hardy et al (1929 [6]), gives connections with matrix theory (see also [8, p. 333]).

**Theorem 1.** Let \(\mathbf{x}, \mathbf{y} \in \mathbb{R}^m\). Then the following statements are equivalent:

1. \(\mathbf{y} \preceq \mathbf{x}\);


**Keywords and phrases:** Majorization, \(n\)-convexity, Schur-convexity, Sherman’s theorem, Hermite’s interpolating polynomial, Chebyshev functional, Grüss type inequalities, Ostrowski type inequalities, exponentially convex functions.

The research of the second and third author has been fully supported by Croatian Science Foundation under the project 5435.
(ii) There is a doubly stochastic matrix $A$ such that $y = xA$;

(iii) The inequality $\sum_{i=1}^{m} \phi(y_i) \leq \sum_{i=1}^{m} \phi(x_i)$ holds for each convex function $\phi : \mathbb{R} \to \mathbb{R}$.

S. Sherman [10] obtained the following general result.

**Theorem 2.** Let $[\alpha, \beta] \subset \mathbb{R}$ and for fixed $l, m \in \mathbb{N}$, $l, m \geq 2$, let $x \in [\alpha, \beta]^l$, $y \in [\alpha, \beta]^m$, $u \in [0, \infty)^l$, $v \in [0, \infty)^m$ and

$$y = xA^T \text{ and } u = vA$$

for some row stochastic matrix $A \in M_{ml}(\mathbb{R})$. Then for every convex function $\phi : [\alpha, \beta] \to \mathbb{R}$ we have

$$\sum_{q=1}^{m} v_q \phi(y_q) \leq \sum_{p=1}^{l} u_p \phi(x_p).$$

Sherman obtained this useful generalization replacing the classical concept of majorization $y \prec x$ by the notion of weighted majorization (2) for two pairs $(x, u)$ and $(y, v)$, where $x = (x_1, \ldots, x_l)$ and $y = (y_1, \ldots, y_m)$ are real vectors and $u = (u_1, \ldots, u_l)$ and $v = (v_1, \ldots, v_m)$ are corresponding nonnegative weights. Here $A^T$ denotes the transpose of a matrix $A$. In particular, if $m = l$ and $u_p = v_q$ for all $p, q = 1, \ldots, m$, the condition $u = vA$ assures the stochasticity on columns, so in that case we deal with doubly stochastic matrices. Then, as a special case of Sherman’s inequality, we get the weighted version of majorization’s inequality:

$$\sum_{p=1}^{m} u_p \phi(y_p) \leq \sum_{p=1}^{m} u_p \phi(x_p).$$

Denoting $U_m = \sum_{p=1}^{m} u_p$ and putting $y_1 = y_2 = \ldots = y_m = \frac{1}{U_m} \sum_{p=1}^{m} u_p x_p$, we obtain Jensen’s inequality in the form

$$\phi \left( \frac{1}{U_m} \sum_{p=1}^{m} u_p x_p \right) \leq \frac{1}{U_m} \sum_{p=1}^{m} u_p \phi(x_p).$$

In this paper, we recall generalizations of Sherman’s result for convex functions of the higher order. Moreover, we obtain extension to real, not necessary nonnegative weights $u, v$ and matrix $A$. For some related results see also [1], [2], [7].

In sequel, we always assume that $[\alpha, \beta] \subset \mathbb{R}$ without having to be emphasized.

The notion of $n$-convexity was defined in terms of divided differences by Popović [9]. A function $\phi : [\alpha, \beta] \to \mathbb{R}$ is $n$-convex, $n \geq 0$, if its $n$th order divided differences $[x_0, \ldots, x_n; \phi]$ are nonnegative for all choices of $(n + 1)$ distinct points $x_i \in [\alpha, \beta]$, $i = 0, \ldots, n$. Thus, a 0-convex function is nonnegative, a 1-convex function is nondecreasing and a 2-convex function is convex in the usual sense. If $\phi^{(n)}$ exists then $\phi$ is $n$-convex iff $\phi^{(n)} \geq 0$ (see [8]).
2. Preliminaries

Let \( \alpha \leq a_1 < a_2 < \ldots < a_r \leq \beta \), \( (r \geq 2) \) be the given points. For \( \phi \in C^n([\alpha, \beta]) \) \( (n \geq r) \) a unique polynomial \( \rho_H(s) \) of degree \( (n-1) \) exists, such that Hermite conditions hold:

\[
\rho_H^{(i)}(a_j) = \phi^{(i)}(a_j), \quad 0 \leq i \leq k_j, \quad 1 \leq j \leq r, \tag{H}
\]

where \( \sum_{j=1}^{r} k_j + r = n. \)

In particular, for \( r = n \), \( k_j = 0 \) for all \( j \), we have Lagrange conditions:

\[
\rho_L(a_j) = \phi(a_j), \quad 1 \leq j \leq n.
\]

For \( r = 2 \), \( 1 \leq m \leq n - 1 \), \( k_1 = m - 1 \), \( k_2 = n - m - 1 \), we have Type \((m,n-m)\) conditions:

\[
\rho_{(m,n)}^{(i)}(\alpha) = \phi^{(i)}(\alpha), \quad 0 \leq i \leq m - 1,
\]

\[
\rho_{(m,n)}^{(i)}(\beta) = \phi^{(i)}(\beta), \quad 0 \leq i \leq n - m - 1.
\]

For \( n = 2m \), \( r = 2 \) and \( k_1 = k_2 = m - 1 \), we have Two-point Taylor conditions:

\[
\rho_{2T}^{(i)}(\alpha) = \phi^{(i)}(\alpha), \quad \rho_{2T}^{(i)}(\beta) = \phi^{(i)}(\beta), \quad 0 \leq i \leq m - 1.
\]

The following theorem and remark can be found in [3].

**THEOREM 3.** Let \( \alpha \leq a_1 < a_2 < \ldots < a_r \leq \beta \), \( (r \geq 2) \), be the given points and \( \phi \in C^n([\alpha, \beta]) \), \( (n \geq r) \). Let \( \rho_H(s) \) be the Hermite inrepolating polynomial. Then

\[
\phi(t) = \rho_H(t) + R_{H,n}(\phi, t)
\]

\[
= \sum_{j=1}^{k_1} \sum_{i=0}^{k_j} H_{ij}(t) \phi^{(i)}(a_j) + \int_{\alpha}^{\beta} G_{H,n}(t,s) \phi^{(n)}(s)\, ds,
\]

where \( H_{ij} \) are fundamental polynomials of the Hermite basis defined by

\[
H_{ij}(t) = \frac{\omega(t)}{i!} \frac{1}{(t-a_j)^{k_j+1-i}} \sum_{k=0}^{k_j} \frac{d^k}{dt^k} \left( \frac{(t-a_j)^{k_j+1}}{\omega(t)} \right)_{t=a_j} (t-a_j)^k,
\]

where

\[
\omega(t) = \prod_{j=1}^{r} (t-a_j)^{k_j+1},
\]

and \( G_{H,n}(t,s) \) is defined by

\[
G_{H,n}(t,s) = \begin{cases} 
\sum_{j=1}^{l} \sum_{i=0}^{k_j} \frac{(a_j-s)^{n-i-1}}{(n-i)!} H_{ij}(t); & s \leq t, \\
- \sum_{j=l+1}^{r} \sum_{i=0}^{k_j} \frac{(a_j-s)^{n-i-1}}{(n-i)!} H_{ij}(t); & s \geq t,
\end{cases}
\]

for all \( a_l \leq s \leq a_{l+1}; \quad l = 0, \ldots, r \) with \( a_0 = \alpha \) and \( a_{r+1} = \beta \).
Remark 1. For Lagrange conditions, from Theorem 3 we have
\[
\phi(t) = \rho_L(t) + R_L(\phi, t)
\]
where \(\rho_L(t)\) is the Lagrange interpolating polynomial i.e.
\[
\rho_L(t) = \sum_{j=1}^{n} \prod_{k=1}^{n} \left( \frac{t - a_k}{a_j - a_k} \right) \phi(a_j)
\]
and the remainder \(R_L(\phi, t)\) is given by
\[
R_L(\phi, t) = \int_{\alpha}^{\beta} G_L(t, s) \phi^{(n)}(s) ds
\]
with
\[
G_L(t, s) = \frac{1}{(n-1)!} \left\{ \begin{array}{ll}
\sum_{j=1}^{l} (a_j - s)^{n-1} \prod_{k=1}^{n} \left( \frac{t - a_k}{a_j - a_k} \right), & s \leq t \\
- \sum_{j=l+1}^{n} (a_j - s)^{n-1} \prod_{k=1}^{n} \left( \frac{t - a_k}{a_j - a_k} \right), & s \geq t
\end{array} \right.
\]
(7)
a\_l \leq s \leq a_{l+1}, \ l = 1, 2, ..., n - 1 with \(a_1 = \alpha\) and \(a_n = \beta\).

For type \((m, n - m)\) conditions, from Theorem 3 we have
\[
\phi(t) = \rho_{(m,n)}(t) + R_{(m,n)}(\phi, t)
\]
where \(\rho_{(m,n)}(t)\) is \((m, n - m)\) interpolating polynomial, i.e.
\[
\rho_{(m,n)}(t) = \sum_{i=0}^{m-1} \tau_i(t) \phi^{(i)}(\alpha) + \sum_{i=0}^{n-m-1} \eta_i(t) \phi^{(i)}(\beta),
\]
with
\[
\tau_i(t) = \frac{1}{i!} (t - \alpha)^i \left( \frac{t - \beta}{\alpha - \beta} \right)^{n-m+1-i} \sum_{k=0}^{n-m-k} \left( \begin{array}{c}
\frac{n - m + k - 1}{k}
\end{array} \right) \left( \frac{t - \alpha}{\beta - \alpha} \right)^{k}
\]
(8)
and
\[
\eta_i(t) = \frac{1}{i!} (t - \beta)^i \left( \frac{\beta - \alpha}{\beta - \alpha} \right)^{m-n+1-i} \sum_{k=0}^{m+k-1} \left( \begin{array}{c}
m + k - 1
\end{array} \right) \left( \frac{t - \beta}{\alpha - \beta} \right)^{k}
\]
(9)
and the remainder \(R_{(m,n)}(\phi, t)\) is given by
\[
R_{(m,n)}(\phi, t) = \int_{\alpha}^{\beta} G_{(m,n)}(t, s) \phi^{(n)}(s) ds
\]
with
\[
G_{(m,n)}(t, s) = \left\{ \begin{array}{ll}
\sum_{j=0}^{m-1} \left[ \sum_{i=0}^{n-m+p-1} \left( \begin{array}{c}
\frac{n + m - p - 1}{p}
\end{array} \right) \left( \frac{t - \alpha}{\beta - \alpha} \right)^{p} \left( t - \alpha \right)^{i} (\alpha - s)^{n-1-j} j! (n-j-i)! \right] \left( \frac{t - \alpha}{\beta - \alpha} \right)^{n-m}, & s \leq t \\
- \sum_{i=0}^{n-m-1} \left[ \sum_{q=0}^{m+q-1} \left( \begin{array}{c}
m + q - 1 \end{array} \right) \left( \frac{\beta - \alpha}{\beta - \alpha} \right)^{q} (t - \beta)^{i} (\beta - s)^{n-1-i} i! (n-i-1)! \right] \left( \frac{t - \alpha}{\beta - \alpha} \right)^{m}, & t \leq s.
\end{array} \right.
\]
(10)
For Type Two-point Taylor conditions, from Theorem 3 we have

\[ \phi(t) = \rho_{2T}(t) + R_{2T}(\phi,t) \]

where \( \rho_{2T}(t) \) is the two-point Taylor interpolating polynomial i.e,

\[
\rho_{2T}(t) = \sum_{i=0}^{m-1} \sum_{k=0}^{m-k-1} \binom{m-k-1}{k} \left[ \phi^{(i)}(\alpha) \frac{(t-\alpha)^i}{i!} \left( \frac{t-\beta}{\alpha-\beta} \right)^m \left( \frac{t-\beta}{\beta-\alpha} \right)^k \right] + \phi^{(i)}(\beta) \frac{(t-\beta)^i}{i!} \left( \frac{t-\beta}{\beta-\alpha} \right)^m \left( \frac{t-\beta}{\beta-\alpha} \right)^k
\]

and the remainder \( R_{2T}(\phi,t) \) is given by

\[
R_{2T}(\phi,t) = \int_{\alpha}^{\beta} G_{2T}(t,s) \phi^{(n)}(s) ds
\]

with

\[
G_{2T}(t,s) = \begin{cases} 
\frac{(-1)^m}{(2m-1)!} p^m(t,s) \sum_{j=0}^{m-1} \binom{m-1+j}{j} (t-s)^{m-1-j} q^j(t,s), & s \leq t; \\
\frac{(-1)^m}{(2m-1)!} q^m(t,s) \sum_{j=0}^{m-1} \binom{m-1+j}{j} (s-t)^{m-1-j} p^j(t,s), & s \geq t;
\end{cases}
\]

where \( p(t,s) = \frac{(s-\alpha)(\beta-t)}{\beta-\alpha} \), \( q(t,s) = p(s,t), \forall t,s \in [\alpha,\beta] \).

3. Generalizations of Sherman’s inequality

Applying Hermite’s interpolating polynomial we obtain a generalization of Sherman’s theorem which holds for real, not necessary nonnegative weights \( \mathbf{u}, \mathbf{v} \) and a matrix \( \mathbf{A} \) and without assumption (2).

**THEOREM 4.** Let \( \alpha \leq a_1 < a_2 < \ldots < a_r \leq \beta \) (\( r \geq 2 \)) be the given points, \( k_j \geq 0, \ j = 1,\ldots,r \), with \( \sum_{j=1}^{r} k_j + r = n \). Let \( \phi \in C^n([\alpha,\beta]) \) be \( n \)-convex and \( \mathbf{x} \in [\alpha,\beta]^l \), \( \mathbf{y} \in [\alpha,\beta]^m \), \( \mathbf{u} \in \mathbb{R}^l \) and \( \mathbf{v} \in \mathbb{R}^m \). If

\[
\sum_{p=1}^{l} u_p G_{H,n}(x_p,s) - \sum_{q=1}^{m} v_q G_{H,n}(y_q,s) \geq 0, \quad s \in [\alpha,\beta],
\]

then

\[
\sum_{p=1}^{l} u_p \phi(x_p) - \sum_{q=1}^{m} v_q \phi(y_q)
\]

\[
\geq \sum_{p=1}^{l} u_p \sum_{j=1}^{r} \sum_{i=0}^{k_j} \phi^{(i)}(a_j) H_{ij}(x_p) - \sum_{q=1}^{m} v_q \sum_{j=1}^{r} \sum_{i=0}^{k_j} \phi^{(i)}(a_j) H_{ij}(y_q),
\]

where \( G_{H,n} \) and \( H_{ij} \) are defined as in (6) and (5), respectively.
\textbf{Proof.} Since $\phi \in C^n([\alpha, \beta])$, applying Theorem 3 on 
\[ \sum_{p=1}^{l} u_p \phi(x_p) - \sum_{q=1}^{m} v_q \phi(y_q), \]
we get the identity
\[ \sum_{p=1}^{l} u_p \phi(x_p) - \sum_{q=1}^{m} v_q \phi(y_q) = \sum_{j=1}^{r} \sum_{i=0}^{k_j} \phi^{(i)}(a_j) \left[ \sum_{p=1}^{l} u_p H_{ij}(x_p) - \sum_{q=1}^{m} v_q H_{ij}(y_q) \right] \] 
\[ + \int_{\alpha}^{\beta} \left[ \sum_{p=1}^{l} u_p G_{H,n}(x_p,s) - \sum_{q=1}^{m} v_q G_{H,n}(y_q,s) \right] \phi^{(n)}(s)ds. \] 
Since $\phi$ is $n$-convex on $[\alpha, \beta]$, then we have $\phi^{(n)}(s) \geq 0$ on $[\alpha, \beta]$. Moreover, the inequality (14) holds. \[ \square \]

Under Sherman’s assumptions the following generalizations hold.

**THEOREM 5.** Let all the assumptions of Theorem 4 be satisfied. Additionally, let vectors $u$, $v$ be nonnegative and let (2) holds for some row stochastic matrix $A \in M_{ml}(\mathbb{R})$. If (14) holds and the function
\[ \overline{F}(\cdot) = \sum_{j=1}^{r} \sum_{i=0}^{k_j} \phi^{(i)}(a_j) H_{ij}(\cdot) \] 
(16)

is convex on $[\alpha, \beta]$ then the inequality (3) holds.

\textbf{Proof.} If (14) holds, the right hand side of (14) can be written in the form
\[ \sum_{p=1}^{l} u_p \overline{F}(x_p) - \sum_{q=1}^{m} v_q \overline{F}(y_q), \]
where $\overline{F}$ is defined by (16). If $\overline{F}$ is convex, then by Sherman’s theorem we have
\[ \sum_{p=1}^{l} u_p \overline{F}(x_p) - \sum_{q=1}^{m} v_q \overline{F}(y_q) \geq 0, \]
i.e. the right-hand side of (14) is nonnegative, so (3) immediately follows. \[ \square \]

By using Lagrange conditions we get the following generalization of Sherman’s theorem.

**COROLLARY 1.** Let $\alpha \leq a_1 < a_2 < \ldots < a_n < \beta$ ($n \geq 2$) be the given points and $\phi \in C^n([\alpha, \beta])$ be $n$-convex. Let $x \in [\alpha, \beta]^l$, $y \in [\alpha, \beta]^m$, $u \in [0, \infty)^l$ and $v \in [0, \infty)^m$ be such that (2) holds for some row stochastic matrix $A \in M_{nl}(\mathbb{R})$.

\begin{enumerate}
\item If
\[ \sum_{p=1}^{l} u_p G_{L}(x_p,s) - \sum_{q=1}^{w} v_q G_{L}(y_q,s) \geq 0, \quad s \in [\alpha, \beta], \]
\end{enumerate}
then
\[
\sum_{p=1}^{l} u_p \phi(x_p) - \sum_{q=1}^{w} v_q \phi(y_q) \geq \sum_{p=1}^{l} u_p \sum_{j=1}^{n} \phi(a_j) \prod_{u=1, u \neq j}^{n} \left( \frac{x_p - a_u}{a_j - a_u} \right) - \sum_{q=1}^{w} v_q \sum_{j=1}^{n} \phi(a_j) \prod_{u=1, u \neq j}^{n} \left( \frac{y_q - a_u}{a_j - a_u} \right),
\]

where \( G_L \) is defined as in (7).

(ii) If (17) holds and the function
\[
\hat{F}(\cdot) = \sum_{j=1}^{n} \phi(a_j) \prod_{u=1, u \neq j}^{n} \left( \frac{\cdot - a_u}{a_j - a_u} \right)
\]
is convex on \([\alpha, \beta]\) then
\[
\sum_{q=1}^{w} v_q \phi(y_q) \leq \sum_{p=1}^{l} u_p \phi(x_p).
\]

By using type \((m, n - m)\) conditions we can give the following result.

**Corollary 2.** Let \( n \geq 2, \ 1 \leq m \leq n - 1 \) and \( \phi \in C^n([\alpha, \beta]) \) be \( n \)-convex. Let \( x \in [\alpha, \beta]^l, \ y \in [\alpha, \beta]^w, \ u \in [0, \infty)^l \) and \( v \in [0, \infty)^w \) be such that (2) holds for some row stochastic matrix \( A \in \mathcal{M}_{wl}(\mathbb{R}) \).

(i) If
\[
\sum_{p=1}^{l} u_p G_{(m,n)}(x_p, s) - \sum_{q=1}^{w} v_q G_{(m,n)}(y_q, s) \geq 0, \quad s \in [\alpha, \beta],
\]
then
\[
\sum_{p=1}^{l} u_p \phi(x_p) - \sum_{q=1}^{w} v_q \phi(y_q) \geq \sum_{p=1}^{l} u_p \left( \sum_{i=0}^{m-1} \tau_i(x_p) \phi^{(i)}(\alpha) + \sum_{i=0}^{n-m-1} \eta_i(x_p) \phi^{(i)}(\beta) \right) - \sum_{q=1}^{w} v_q \left( \sum_{i=0}^{m-1} \tau_i(y_q) \phi^{(i)}(\alpha) + \sum_{i=0}^{n-m-1} \eta_i(y_q) \phi^{(i)}(\beta) \right),
\]

where \( \tau_i, \ \eta_i \) and \( G_{(m,n)} \) are defined as in (8), (9) and (10), respectively.

(ii) If (18) holds and the function
\[
\hat{F}(\cdot) = \sum_{i=0}^{m-1} \tau_i(\cdot) \phi^{(i)}(\alpha) + \sum_{i=0}^{n-m-1} \eta_i(\cdot) \phi^{(i)}(\beta)
\]
is convex on \([\alpha, \beta]\) then
\[
\sum_{q=1}^{w} v_q \phi(y_q) \leq \sum_{p=1}^{w} u_p \phi(x_p).
\]

By using Two-point Taylor conditions we can give the following result.

**Corollary 3.** Let \(m \geq 1\) and \(\phi \in C^{2m}([\alpha, \beta])\) be \(2m\)-convex. Let \(x \in [\alpha, \beta]^l\), \(y \in [\alpha, \beta]^w\), \(u \in [0, \infty]^l\) and \(v \in [0, \infty]^w\) be such that (2) holds for some row stochastic matrix \(A \in \mathcal{M}_{wl}(\mathbb{R})\).

(i) If
\[
\sum_{p=1}^{l} u_p G_{2T}(x_p, s) - \sum_{q=1}^{w} v_q G_{2T}(y_q, s) \geq 0, \quad s \in [\alpha, \beta],
\]
then
\[
\sum_{p=1}^{l} u_p \phi(x_p) - \sum_{q=1}^{w} v_q \phi(y_q) \geq \sum_{p=1}^{l} u_p \rho_{2T}(x_p) - \sum_{q=1}^{w} v_q \rho_{2T}(y_q),
\]
where \(\rho_{2T}\) and \(G_{2T}\) are defined as in (11) and (12), respectively.

(ii) Moreover, if the function \(\rho_{2T}\) is convex on \([\alpha, \beta]\), then
\[
\sum_{q=1}^{w} v_q \phi(y_q) \leq \sum_{p=1}^{l} u_p \phi(x_p).
\]

**Remark 2.** Motivated by the inequality (14), under the assumptions of Theorem 4, we define the linear functional \(A : C^n([\alpha, \beta]) \to \mathbb{R}\) by
\[
A(\phi) = \sum_{p=1}^{l} u_p \phi(x_p) - \sum_{q=1}^{w} v_q \phi(y_q)
- \sum_{j=1}^{r} \sum_{i=0}^{k_j} \phi^{(i)}(a_j) \left[ \sum_{p=1}^{l} u_p H_{ij}(x_p) - \sum_{q=1}^{m} v_q H_{ij}(y_q) \right].
\]

Then for every \(n\)-convex functions \(\phi \in C^n([\alpha, \beta])\) we have \(A(\phi) \geq 0\). Using the linearity and positivity of this functional we may derive corresponding mean-value theorems applying the same method as given in [2]. Moreover, we could produce new classes of exponentially convex functions and as outcome we get new means of the Cauchy type. Here we also refer to [7] with related results.

### 4. Grüss and Ostrowski type inequalities

P. L. Chebyshev [5] obtained the following inequality
\[
|T(f, g)| \leq \frac{1}{12} (b - a)^2 \|f'\|_{\infty} \|g'\|_{\infty}
\]
where \( f, g : [\alpha, \beta] \to \mathbb{R} \) are absolutely continuous functions whose derivatives \( f' \) and \( g' \) are bounded and \( T(f, g) \) is so-called Chebyshev functional defined as
\[
T(f, g) := \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} f(t)g(t)dt - \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} f(t)dt \cdot \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} g(t)dt.
\]

Here \( ||\cdot||_\infty \) denotes the norm in \( L_\infty[\alpha, \beta] \), the space of essentially bounded functions on \([\alpha, \beta], \) defined by \( ||f||_\infty = \text{ess sup}_{t \in [\alpha, \beta]} |f(t)| \). We also use notation \( ||\cdot||_p, \; p \geq 1 \), for \( L_p \) norm.

P. Cerone and S. S. Dragomir [4], considering the Chebyshev functional (21), obtained the following two related results.

**Theorem 6.** Let \( f : [\alpha, \beta] \to \mathbb{R} \) be Lebesgue integrable and \( g : [\alpha, \beta] \to \mathbb{R} \) be absolutely continuous with \( (\cdot - \alpha)(\beta - \cdot)(g')^2 \in L_1[\alpha, \beta] \). Then
\[
|T(f, g)| \leq \frac{1}{\sqrt{2}} |T(f, f)|^{\frac{1}{2}} \frac{1}{\sqrt{\beta - \alpha}} \left( \int_{\alpha}^{\beta} (x - \alpha)(\beta - x)[g'(x)]^2 dx \right)^{\frac{1}{2}}.
\]

The constant \( \frac{1}{\sqrt{2}} \) in (22) is the best possible.

**Theorem 7.** Let \( g : [\alpha, \beta] \to \mathbb{R} \) be monotonic nondecreasing and \( f : [\alpha, \beta] \to \mathbb{R} \) be absolutely continuous with \( f' \in L_\infty[\alpha, \beta] \). Then
\[
|T(f, g)| \leq \frac{1}{2(\beta - \alpha)} ||f'||_\infty \int_{\alpha}^{\beta} (x - \alpha)(\beta - x)dg(x).
\]

The constant \( \frac{1}{2} \) in (23) is the best possible.

In following results we consider the function \( \mathcal{B} : [\alpha, \beta] \to \mathbb{R} \), defined under assumptions of Theorem 4, by
\[
\mathcal{B}(s) = \sum_{p=1}^{l} u_p G_{H,n}(x_p, s) - \sum_{q=1}^{m} v_q G_{H,n}(y_q, s),
\]
where \( x \in [\alpha, \beta]^l, \; y \in [\alpha, \beta]^m, \; u \in \mathbb{R}^l, \; v \in \mathbb{R}^m \) and \( G_{H,n} \) is defined as in (6).

**Theorem 8.** Let \( \alpha < a_1 < a_2 < \ldots < a_r \leq \beta \) \( (r \geq 2) \) be the given points, \( k_j \geq 0, \; j = 1, \ldots, r \), with \( \sum_{j=1}^{r} k_j + r = n \). Let \( \phi : [\alpha, \beta] \to \mathbb{R} \) be such that \( \phi^{(n)} \) is an absolutely continuous on \([\alpha, \beta], \) with \( (\cdot - \alpha)(\beta - \cdot)(\phi^{(n+1)})^2 \in L_1[\alpha, \beta] \). Let \( x \in [\alpha, \beta]^l, \; y \in [\alpha, \beta]^m, \; u \in \mathbb{R}^l, \; v \in \mathbb{R}^m \) and \( H_{ij} \) be defined as in (5) and (24), respectively.
Then the remainder \( R(\phi; \alpha, \beta) \) defined by

\[
R(\phi; \alpha, \beta) = \sum_{p=1}^l u_p \phi(x_p) - \sum_{q=1}^m v_q \phi(y_q)
\]

\[
- \sum_{j=1}^r \sum_{i=0}^{k_j} \phi^{(i)}(a_j) \left[ \sum_{p=1}^l u_p H_{ij}(x_p) - \sum_{q=1}^m v_q H_{ij}(y_q) \right]
\]

\[
- \frac{\phi^{(n-1)}(\beta) - \phi^{(n-1)}(\alpha)}{\beta - \alpha} \int_{\alpha}^{\beta} B(s) \, ds
\]

satisfies the estimation

\[
|R(\phi; \alpha, \beta)| \leq \frac{\sqrt{\beta - \alpha}}{\sqrt{2}} T(\mathcal{B}, \mathcal{B})^{\frac{1}{2}} \left( \int_{\alpha}^{\beta} (s - \alpha)(\beta - s)[\phi^{(n+1)}(s)]^2 \, ds \right)^{\frac{1}{2}}.
\] (26)

**Proof.** Comparing (15) and (25) we have

\[
R(\phi; \alpha, \beta) = \int_{\alpha}^{\beta} B(s) \phi^{(n)}(s) \, ds - \frac{\phi^{(n-1)}(\beta) - \phi^{(n-1)}(\alpha)}{\beta - \alpha} \int_{\alpha}^{\beta} B(s) \, ds
\]

\[
= \int_{\alpha}^{\beta} B(s) \phi^{(n)}(s) \, ds - \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \phi^{(n)}(s) \int_{\alpha}^{\beta} B(s) \, ds = (\beta - \alpha)T(\mathcal{B}, \phi^{(n)}).
\]

Applying Theorem 6 on the functions \( \mathcal{B} \) and \( \phi^{(n)} \) we obtain (26). □

Using Theorem 7 we obtain the Grüss type inequality.

**THEOREM 9.** Let \( \alpha \leq a_1 < a_2 < \ldots < a_r \leq \beta \) (\( r \geq 2 \)) be the given points, \( k_j \geq 0, j = 1, \ldots, r \), with \( \sum_{j=1}^r k_j + r = n \). Let \( \phi \in C^n([\alpha, \beta]) \) be such that \( \phi^{(n+1)} \geq 0 \) on \([\alpha, \beta]\) and \( x \in [\alpha, \beta]^l \), \( y \in [\alpha, \beta]^m \), \( u \in \mathbb{R}^l \), \( v \in \mathbb{R}^m \) and \( H_{ij} \) and \( \mathcal{B} \) be defined as in (5) and (24), respectively. Then the remainder \( R(\phi; \alpha, \beta) \) defined by (25) satisfies the estimation

\[
|R(\phi; \alpha, \beta)| \leq \|\mathcal{B}\|_\infty \left[ \frac{\phi^{(n-1)}(\beta) + \phi^{(n-1)}(\alpha)}{2} - \frac{\phi^{(n-2)}(\beta) - \phi^{(n-2)}(\alpha)}{\beta - \alpha} \right].
\] (27)

**Proof.** Since \( R(\phi; \alpha, \beta) = (\beta - \alpha)T(\mathcal{B}, \phi^{(n)}) \), applying Theorem 7 on the functions \( \mathcal{B} \) and \( \phi^{(n)} \) we obtain (27). □

We present the Ostrowski type inequality related to generalizations of Sherman’s inequality.
THEOREM 10. Let \( \alpha \leq a_1 < a_2 < \ldots < a_r \leq \beta \) (\( r \geq 2 \)) be the given points, \( k_j \geq 0, \) \( j = 1, \ldots, r, \) with \( \sum k_j + r = n. \) Let \( \phi \in C^n([\alpha, \beta]) \) and \( x \in [\alpha, \beta]^l, \) \( y \in [\alpha, \beta]^m, \) \( u \in \mathbb{R}^l \) and \( v \in \mathbb{R}^m. \) Let \( 1 \leq p, q \leq \infty, \) \( 1/p + 1/q = 1 \) and \( |\phi(n)|^p \in L_p[\alpha, \beta]. \) Then

\[
\left| \sum_{p=1}^{l} u_p \phi(x_p) - \sum_{q=1}^{m} v_q \phi(y_q) - \sum_{j=1}^{r} \sum_{i=0}^{k_j} \phi^{(i)}(a_j) \left( \sum_{p=1}^{l} u_p H_{ij}(x_p) - \sum_{q=1}^{m} v_q H_{ij}(y_q) \right) \right| \leq \left\| \phi(n) \right\|_p \| \mathcal{B} \|_q, \tag{28}
\]

where \( H_{ij} \) and \( \mathcal{B} \) are defined as in (5) and (24), respectively.

The constant \( \|\mathcal{B}\|_q \) is sharp for \( 1 < p \leq \infty \) and the best possible for \( p = 1. \)

Proof. Under assumption of theorem the identity (15) holds. Applying the well-known Hölder inequality to (15), we have

\[
\left| \sum_{p=1}^{l} u_p \phi(x_p) - \sum_{q=1}^{m} v_q \phi(y_q) - \sum_{j=1}^{r} \sum_{i=0}^{k_j} \phi^{(i)}(a_j) \left( \sum_{p=1}^{l} u_p H_{ij}(x_p) - \sum_{q=1}^{m} v_q H_{ij}(y_q) \right) \right| \leq \left\| \phi(n) \right\|_p \| \mathcal{B} \|_q, \tag{28}
\]

The proof of the sharpness is analog to one in proof of Theorem 11 in [2]. \( \square \)
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ONE PROOF OF THE GHEORGHIU INEQUALITY

BOŽIDAR IVANKOVIĆ

(Communicated by K. Nikodem)

Abstract. The Gheorghiu inequality is a reverse Hölder’s inequality. In this article, the Gheorghiu inequality is proven by using a property of a two-variable function. Original Gheorghiu’s result is presented and compared with obtained result.

1. Introduction and preliminaries

A class of real function defined on a set Ω is noted with $\mathcal{L}$ if for any pair $f, g \in \mathcal{L}$ their linear combination $\alpha f + \beta g \in \mathcal{L}$ for all $\alpha, \beta \in \mathbb{R}$ and if $\mathcal{L}$ consists constant functions.

A linear mean $E$ is a linear functional defined on $\mathcal{L}$ with property that if $f(t) \geq 0$ on $\Omega$, then $E(f) \geq 0$ and with property that $E(1) = 1$. The function noted by 1 presents the basic constant function with $1(t) = 1$ for every $t \in \Omega$.

Jensen’s inequality and McShane’s extension are given according the [8].

**Theorem 1. (Jensen)** Let $g_1 \in \mathcal{L}$, such that $g_1(t) \in [a, A] \subset \mathbb{R}$ for all $t \in \Omega$. Let $E$ be a linear mean on $\mathcal{L}$. If $\phi : [a, A] \to \mathbb{R}$ is a continuous concave function, then $\phi(g_1) \in \mathcal{L}$, $E(\phi(g_1)) \in [a, A]$ and

$$E(\phi(g_1)) \leq \phi(E(g_1)).$$

**Theorem 2. (McShane, case on rectangular)** Let $g_1, g_2 \in \mathcal{L}$ such that $(g_1(t), g_2(t)) \in D = [a, A] \times [b, B]$ for all $t \in \Omega$. Let $E$ be a linear mean on $\mathcal{L}$. If $\phi : D \to \mathbb{R}$ is a continuous concave function, then $\phi(g_1, g_2) \in \mathcal{L}$, $(E(g_1), E(g_2)) \in D$ and

$$E(\phi(g_1, g_2)) \leq \phi(E(g_1), E(g_2)). \quad (1)$$

In [6] author proved Theorem 3 that characterized the right hand side in the McShane inequality for a measure space.


**Keywords and phrases:** Convex functions, linear functionals, Jensen’s inequality, reverse Jessen’s inequality, reverse Hölder’s inequality, Gheorghiu inequality.
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THEOREM 3. Let \((\Omega, \Sigma, \mu)\) be a measure space such that \(0 < \mu(A) < 1 < \mu(B) < \infty\) for some \(A, B \in \Sigma\) and let bijections \(\varphi_1, \varphi_2, \psi_1, \psi_2 : (0, \infty) \to (0, \infty)\) be such that
\[
\frac{\psi_1 \circ \varphi_1(t)}{t} \leq c \leq \frac{\psi_2 \circ \varphi_2(t)}{t}.
\]
If
\[
\int \Omega x y d\mu \leq \psi_1 \left( \int \Omega(x) \varphi_1 \circ |x| \, d\mu \right) \psi_2 \left( \int \Omega(y) \varphi_2 \circ |y| \, d\mu \right)
\]
for all nonnegative \(\mu\)-integrable simple functions \(x, y : \Omega \to \mathbb{R}\) (where \(\Omega(x)\) stands for the support of \(x\)), then there exists a real \(p > 1\) such that
\[
\frac{\varphi_1(t)}{\varphi_1(1)} = t^p, \quad \frac{\psi_1(t)}{\psi_1(1)} = t^{1/p}, \quad \frac{\varphi_2(t)}{\varphi_2(1)} = t^q, \quad \frac{\psi_2(t)}{\psi_2(1)} = t^{1/q}, \quad t > 0,
\]
where \(\frac{1}{p} + \frac{1}{q} = 1\).

A part of Csiszár and Móri conversion for (1) is given below. Complete conversion is given in [1]

THEOREM 4. Let \(\varphi : D \to \mathbb{R}\) be a concave function and suppose that \(\varphi(a, b) + \varphi(A, B) - \varphi(A, b) - \varphi(a, B) \geq 0\). If \((B - b) E(g_1) + (A - a) E(g_2) \leq AB - ab\), then \(\lambda E(g_1) + \mu E(g_2) + \nu \leq E(\varphi(g_1, g_2)) \leq \varphi(E(g_1), E(g_2))\), with
\[
\lambda = \frac{\varphi(A, b) - \varphi(a, b)}{A - a}, \quad \mu = \frac{\varphi(a, b) - \varphi(a, b)}{B - b},
\]
and
\[
\nu = \frac{AB - ab}{(A - a)(B - b)} \varphi(a, b) - \frac{b}{B - b} \varphi(a, B) - \frac{a}{A - a} \varphi(A, b).
\]

More general conversion and refinement in Theorem 5 is proven in [2] by considering the functions
\[
M_{ij}(t, s) = \frac{(\lambda_i + \lambda_j)t + (\mu_i + \mu_j)s + \nu_i + \nu_j}{2} + \frac{|(\lambda_i - \lambda_j)t + (\mu_i - \mu_j)s + \nu_i - \nu_j|}{2}
\]
and
\[
m_{ij}(t, s) = \frac{(\lambda_i + \lambda_j)t + (\mu_i + \mu_j)s + \nu_i + \nu_j}{2} - \frac{|(\lambda_i - \lambda_j)t + (\mu_i - \mu_j)s + \nu_i - \nu_j|}{2}.
\]

Given coefficients are \(\lambda_1 = \lambda_4 = \frac{\varphi(A, b) - \varphi(a, b)}{A - a}\), \(\mu_1 = \mu_3 = \frac{\varphi(a, B) - \varphi(a, b)}{B - b}\);
\(\lambda_2 = \lambda_3 = \frac{\varphi(A, B) - \varphi(a, B)}{A - a}\); \(\mu_2 = \mu_4 = \frac{\varphi(A, B) - \varphi(A, b)}{B - b}\); \(\nu_1 = \varphi(a, b) - \lambda_1 a - \mu_1 b\);
\(\nu_2 = \varphi(A, B) - \lambda_2 A - \mu_2 B\); \(\nu_3 = \varphi(a, B) - \lambda_3 a - \mu_3 B\) and \(\nu_4 = \varphi(A, b) - \lambda_4 A - \mu_4 b\).
Figure 1: Conversion by Csiszár and Móri

**THEOREM 5.** Suppose $\varphi : D \to \mathbb{R}$ is a continuous and concave function. If
\[
\varphi(a,b) + \varphi(A,B) - \varphi(A,b) - \varphi(a,B) \geq 0, 
\]
then
\[
M_{12}(E(g_1), E(g_2)) \leq E(m_{34}(g_1, g_2)) \leq E(\varphi(g_1, g_2)) \leq \varphi(E(g_1), E(g_2)). \tag{2}
\]

If $\varphi(a,b) + \varphi(A,B) - \varphi(A,b) - \varphi(a,B) \leq 0$, then
\[
M_{34}(E(g_1), E(g_2)) \leq E(m_{12}(g_1, g_2)) \leq E(\varphi(g_1, g_2)) \leq \varphi(E(g_1), E(g_2)).
\]

2. **Main result and applications**

Conversion of (1) by a two-variable function is given. Under the special conditions the Georhui-type inequality is proven. The following general result is given in [4].

**THEOREM 6.** (General result) Let $\varphi, \psi : D \to \mathbb{R}$ be continuous, let $\varphi$ be concave and for $g_1, g_2 \in \mathcal{L}$ let us assume that $(g_1(t), g_2(t)) \in D$ for all $t \in \Omega$. Let $E$ be a linear mean on $\mathcal{L}$. Suppose that $\varphi(D) \subseteq U$ and $\psi(D) \subseteq V$ and suppose that $\mathcal{F} : U \times V \subseteq \mathbb{R}^2 \to \mathbb{R}$ is increasing in the first variable.

If $\varphi(a,b) + \varphi(A,B) - \varphi(A,b) - \varphi(a,B) \geq 0$, then
\[
\min_{(t,s) \in D} \mathcal{F}(M_{12}(t,s), \psi(t,s)) \leq \mathcal{F}(E(\varphi(g_1, g_2)), \psi(E(g_1), E(g_2))).
\]

If $\varphi(a,b) + \varphi(A,B) - \varphi(A,b) - \varphi(a,B) \leq 0$, then
\[
\min_{(t,s) \in D} \mathcal{F}(M_{34}(t,s), \psi(t,s)) \leq \min_{(t,s) \in D} \mathcal{F}(E(\varphi(g_1, g_2)), \psi(E(g_1), E(g_2))).
\]
Figure 2: Conversions in Theorem 5

Proof. If $\phi(a,b) + \phi(A,B) - \phi(A,b) - \phi(a,B) \geq 0$, then by Theorem 5, inequality (2) holds. Since $(E(g_1), E(g_2)) \in D$, then

$$\min_{(t,s) \in D} \mathcal{F}(M_{12}(t,s), \psi(t,s)) \leq \mathcal{F}((M_{12}(E(g_1), E(g_2)), \psi(E(g_1), E(g_2)))).$$

By Theorem 5, we have that $M_{12}(E(g_1), E(g_2)) \leq E(\phi(g_1, g_2))$. Since $\mathcal{F}$ is increasing in the first variable, we get

$$\min_{(t,s) \in D} \mathcal{F}(M_{12}(t,s), \psi(t,s)) \leq \mathcal{F}(E(\phi(g_1, g_2)), \psi(E(g_1), E(g_2)))$$

and obtain the desired inequality. $\square$

A multiplicative conversion is made by taking $\mathcal{F}(x,y) = \frac{x}{y}$.

**Corollary 1.** Suppose that assumptions of Theorem 6 hold with $\phi(D) > 0$ additionally.

If $\phi(a,b) + \phi(A,B) - \phi(A,b) - \phi(a,B) \geq 0$, then

$$\min_{(t,s) \in D} \frac{M_{12}(t,s)}{\phi(t,s)} \cdot \phi(E(g_1), E(g_2)) \leq E(\phi(g_1, g_2)) \leq \phi(E(g_1), E(g_2)).$$

In opposite, if $\phi(a,b) + \phi(A,B) - \phi(A,b) - \phi(a,B) \leq 0$, then

$$\min_{(t,s) \in D} \frac{M_{34}(t,s)}{\phi(t,s)} \cdot \phi(E(g_1), E(g_2)) \leq E(\phi(g_1, g_2)) \leq \phi(E(g_1), E(g_2)).$$
A conversion by medium value is given by the next lemma.

**Lemma 1.** Assume that $\varphi, g_1, g_2$ and $E$ are as in Theorem 6. Let $\alpha, \beta \geq 0$ such that $\alpha + \beta = 1$.
If $\varphi(a, b) + \varphi(A, B) - \varphi(A, b) - \varphi(a, B) \geq 0$ then
$$(\alpha \lambda_1 + \beta \lambda_2)E(g_1) + (\alpha \mu_1 + \beta \mu_2)E(g_2) + \alpha v_1 + \beta v_2 \leq E(\varphi(g_1, g_2)).$$

If $\varphi(a, b) + \varphi(A, B) - \varphi(A, b) - \varphi(a, B) \leq 0$, then
$$(\alpha \lambda_3 + \beta \lambda_4)E(g_1) + (\alpha \mu_3 + \beta \mu_4)E(g_2) + \alpha v_3 + \beta v_4 \leq E(\varphi(g_1, g_2)).$$

**Proof.** Considering that
$$M_{12}(E(g_1), E(g_2)) = \max\{\lambda_1 E(g_1) + \mu_1 E(g_1) + v_1, \lambda_2 E(g_1) + \mu_2 E(g_2) + v_2\},$$
we obtain the first inequality if $\varphi(a, b) + \varphi(A, B) - \varphi(A, b) - \varphi(a, B) \geq 0$. \hfill $\square$

**Figure 3:** Conversion by a medium value

A conversion with very special condition is given bellow.

**Proposition 1.** Suppose that assumptions of Lemma 1 hold.

(i) If $\varphi(a, b) + \varphi(A, B) - \varphi(A, b) - \varphi(a, B) \geq 0$ and $v_1 \cdot v_2 < 0$, then
$$U_{12}E(g_1) + V_{12}E(g_2) \leq E(\varphi(g_1, g_2)) \leq \varphi(E(g_1), E(g_2)),$$
where:
$$U_{12} = \frac{v_2 \lambda_1 - v_1 \lambda_2}{v_2 - v_1}, \quad V_{12} = \frac{v_2 \mu_1 - v_1 \mu_2}{v_2 - v_1}.$$
(ii) If $\varphi(a,b) + \varphi(A,B) - \varphi(A,b) - \varphi(a,B) \leq 0$ and $v_3 \cdot v_4 < 0$, then

$$
U_{34} = \frac{v_4\lambda_3 - v_3\lambda_4}{v_4 - v_3}, \quad V_{34} = \frac{v_4\mu_3 - v_3\mu_4}{v_4 - v_3}.
$$

Proof. Solving the system $\begin{cases}
\alpha + \beta = 1 \\
\alpha v_1 + \beta v_2 = 0
\end{cases}$ by $\alpha, \beta$ we obtain that $\alpha\lambda_1 + \beta\lambda_2 = U_{1,2}$ and $\alpha\mu_1 + \beta\mu_2 = V_{1,2}$. □

Considering the Corollary 1, the next Proposition is given.

PROPOSITION 2. Let $\varphi : D \to \mathbb{R}$ be a continuous concave positive function, $g_1, g_2 \in L$ and a linear mean $E$ on $L$.

(i) If $\varphi(a,b) + \varphi(A,B) - \varphi(A,b) - \varphi(a,B) \geq 0$ and $v_1 \cdot v_2 < 0$, then:

$$
\min_{(t,s) \in D} \frac{U_{12}t + V_{12}s}{\varphi(t,s)} \cdot \varphi(E(g_1),E(g_2)) \leq E(\varphi(g_1,g_2)) \leq \varphi(E(g_1),E(g_2)). \tag{3}
$$

(ii) If $\varphi(a,b) + \varphi(A,B) - \varphi(A,b) - \varphi(a,B) \leq 0$ and $v_3 \cdot v_4 < 0$, then:

$$
\min_{(t,s) \in D} \frac{U_{34}t + V_{34}s}{\varphi(t,s)} \cdot \varphi(E(g_1),E(g_2)) \leq E(\varphi(g_1,g_2)) \leq \varphi(E(g_1),E(g_2)),
$$

where values $U_{12}$, $V_{12}$, $U_{34}$ and $V_{34}$ are given in Proposition 2.

Gheorghiu’s type inequality is a converse of Hölder’s type inequality. The original Gheorghiu inequality from [9] will be presented in the next section. Here the proof for a refinement is presented.

THEOREM 7. Let $E$ be a linear mean on $L$ and for $g_1, g_2 \in L$ let us assume that $g_1(\Omega) \subset [a,A]$ and $g_2(\Omega) \subset [b,B]$ for positive real numbers $a, b$. Let $p, q$ be positive real numbers such that $\frac{1}{p} + \frac{1}{q} = 1$ holds. Then

$$
\frac{p^\frac{1}{q} q^\frac{1}{p} (abAB)^\frac{1}{pq}}{AB - ab} \left( (AB)^{\frac{1}{p}} - (ab)^{\frac{1}{p}} \right)^\frac{1}{p} \left( (AB)^{\frac{1}{q}} - (ab)^{\frac{1}{q}} \right)^\frac{1}{q} \leq E \left( g_1^\frac{1}{p} \cdot g_2^\frac{1}{q} \right) \leq \left( E(g_1) \right)^{\frac{1}{p}} \left( E(g_2) \right)^{\frac{1}{q}}. \tag{4}
$$

Proof. The function $\varphi(x,y) = x^\frac{1}{p} y^\frac{1}{q}$ is continuous, concave and positive for all $(x,y) \in [a,A] \times [b,B]$. Because $\left( A^\frac{1}{p} - a^\frac{1}{p} \right) \left( B^\frac{1}{q} - b^\frac{1}{q} \right) > 0$, for application of Proposition 2 it is enough to prove that

$$
v_1 = a^{\frac{1}{q}} b^{\frac{1}{p}} - ab^\frac{1}{q} \frac{A^\frac{1}{p} - a^\frac{1}{p}}{A - a} - a^\frac{1}{q} b^\frac{1}{p} \frac{B^\frac{1}{q} - b^\frac{1}{q}}{B - b} \geq 0
$$
and 

\[ v_2 = A^{1/p}B^{1/q} - AB^{1/q} \frac{A^{1/q} - a^{1/q}}{A-a} - A^{1/p}B^{1/q} \frac{B^{1/q} - b^{1/q}}{B-b} \leq 0. \]

Since the function \( f(x) = x^{1/p} \) is concave for \( p > 1 \), \( f'(x) \) is continuous and decreasing. So there exists \( c \in [a,A] \) such that \( f'(c) = \frac{A^{1/q} - a^{1/q}}{A-a} \) and \( f'(a) \geq f'(c) \geq f'(A) \) which gives

\[ \frac{1}{p} a^{1/p-1} \geq \frac{A^{1/q} - a^{1/q}}{A-a} \geq \frac{1}{p} A^{1/p-1}. \]

Multiplying with \( ab^{1/q} \) and \( AB^{1/q} \) we get

\[ \frac{a^{1/p}b^{1/q}}{p} \geq ab^{1/q} \frac{A^{1/q} - a^{1/q}}{A-a} \quad \text{and} \quad AB^{1/q} \frac{A^{1/q} - a^{1/q}}{A-a} \geq \frac{A^{1/p}B^{1/q}}{p}. \]

Similar consideration on \( f(x) = x^{1/q} \) gives

\[ \frac{1}{q} b^{1/q-1} \geq \frac{B^{1/q} - b^{1/q}}{B-b} \geq \frac{1}{p} A^{1/p-1}. \]

Multiplying with \( a^{1/p}b \) and \( A^{1/p}B \) we get

\[ \frac{a^{1/p}b^{1/q}}{q} \geq \frac{a^{1/p}b^{1/q}}{p} B^{1/q} - b^{1/q} \quad \text{and} \quad A^{1/p}B^{1/q} \frac{B^{1/q} - b^{1/q}}{B-b} \geq \frac{A^{1/p}B^{1/q}}{q}. \]

Now we have

\[ v_1 = a^{1/p}b^{1/q} - ab^{1/q} A^{1/q} - a^{1/q} B^{1/q} - b^{1/q} B - b \]

\[ v_1 \geq a^{1/p}b^{1/q} - \frac{a^{1/p}b^{1/q}}{p} \frac{a^{1/p}b^{1/q}}{q} = a^{1/p}b^{1/q} \left( 1 - \frac{1}{p} - \frac{1}{q} \right) = 0. \]

\[ v_2 = A^{1/p}B^{1/q} - AB^{1/q} A^{1/q} - a^{1/q} B^{1/q} - b^{1/q} B - b \]

\[ v_2 \leq A^{1/p}B^{1/q} - \frac{A^{1/p}B^{1/q}}{p} \frac{A^{1/p}B^{1/q}}{q} = A^{1/p}B^{1/q} \left( 1 - \frac{1}{p} - \frac{1}{q} \right) = 0. \]

Note that (4) is equal to (3) by coefficients

\[ U_{12} = \frac{B^{1/q}b^{1/q} (AB)^{1/q} - (ab)^{1/q}}{AB - ab} \quad \text{and} \quad V_{12} = \frac{A^{1/p}a^{1/p} (AB)^{1/q} - (ab)^{1/q}}{AB - ab}. \]
It is necessary to minimize \( \min_{(t,s) \in D} \frac{U_{12}t + V_{12}s}{t^\frac{1}{q} s^\frac{1}{q}} = \min_{(t,s) \in D} \left( \frac{U_{12}}{t^\frac{1}{q}} \cdot \left( \frac{t}{s} \right)^\frac{1}{q} + \frac{V_{12}}{s^\frac{1}{q}} \cdot \left( \frac{s}{t} \right)^\frac{1}{q} \right) \).

Supstitution \( z = \frac{t}{s} \) and easy calculus gives \( \min_{(t,s) \in D} \frac{U_{12}t + V_{12}s}{\phi(t,s)} = U_{12}^\frac{1}{q} \cdot V_{12}^\frac{1}{q} \cdot q^\frac{1}{q} \). Substituting the all above in (3) we get (4) and the proof is done. \( \square \)

**REMARK 1.** Using substitutions \( g_1 \mapsto g_1^p \) and \( g_1 \mapsto g_1^q \) in the previous Theorem we get the following

\[
\frac{p^\frac{1}{q} q^\frac{1}{q} (AbB^q - ab^qB) + (Ap aB - ap bA)^\frac{1}{q}}{A^p B^q - a^p b^q} 
\cdot \left( E(g_1^p) \right)^\frac{1}{q} \cdot \left( E(g_2^q) \right)^\frac{1}{q} 
\leq E(g_1 \cdot g_2) 
\leq \left( E(g_1^p) \right)^\frac{1}{q} \cdot \left( E(g_2^q) \right)^\frac{1}{q}.
\]

Normalized Gheorghiu inequality in the case that \( (\Omega, p, \mathcal{F}) \) is a probability space is given in [5]. Functions \( g_1 = X \) and \( g_2 = Y \) are random variables and \( E(g_1) = E[X] \) is the mathematical expectation of random variable \( X \).

**COROLLARY 2.** Suppose that random variables \( X \) and \( Y \) capture their values \( 0 < \alpha \leq X \leq 1 \) and \( 0 < \beta \leq Y \leq 1 \). Equality \( \frac{1}{p} + \frac{1}{q} = 1 \) implies

\[
\frac{p^\frac{1}{q} q^\frac{1}{q} (\beta - \alpha \beta^q) + (\alpha - \alpha^p \beta)^\frac{1}{q}}{1 - \alpha^p \beta^q} 
\cdot \left( E[X^p] \right)^\frac{1}{q} \cdot \left( E[Y^q] \right)^\frac{1}{q} 
\leq E[XY] 
\leq \left( E[X^p] \right)^\frac{1}{q} \cdot \left( E[Y^q] \right)^\frac{1}{q}
\]

in the case of positive \( p \) and \( q \).

### 3. Original Gheorghiu’s inequality

In the article [9], the converse of Hölder’s inequality was obtained. Here it is presented in the next theorem.

**THEOREM 8.** Suppose that \( a_1, a_2, \ldots, a_n, b_1, b_2, \ldots, b_n \) are given \( 2n \) positive real numbers. Let pair \((a, A)\) represents the minimal and maximal number among \( a_1, a_2, \ldots, a_n \) and in the same manner let \((b, B)\) be the pair of those among the \( b_1, b_2, \ldots, b_n \). Assume that \( p \) is a real number greater than 1. Then we have

\[
1 \leq \frac{\left( \sum_{k=1}^n a_k^p \right)^{\frac{p}{p-1}} \left( \sum_{k=1}^n b_k^{p-1} \right)^{\frac{1}{p-1}}}{\left( \sum_{k=1}^n a_k b_k \right)^p} \leq \mu,
\]

where

\[
\mu = \frac{(p-1)^{p-1}}{p^p} \cdot \frac{A^{p-1}}{a^{p-1}} \cdot \frac{B}{b} \cdot \frac{1 - \frac{a^{p-1} b}{A^{p-1} B}}{ \left( 1 - \frac{ab}{A B} \right)^p} \leq \left( \frac{1 - \frac{a^{p-1} b}{A^{p-1} B}}{ \left( 1 - \frac{ab}{A B} \right)^p} \right)^p.
\]
The left inequality has been demonstrated by Hölder and Jensen. Theorem 8 could be modulated in the terms that are given in the introduction of this paper.

**Theorem 7’.** Suppose that $\Omega = \{1, 2, 3, \ldots, n\}$ and $g_1, g_2 : \Omega \to \mathbb{R}$ are given real functions. Let $a = \min \{g_1(k), k \in \Omega\}$, $A = \max \{g_2(k), k \in \Omega\}$, $b = \min \{g_2(k), k \in \Omega\}$ and $B = \max \{g_2(k), k \in \Omega\}$. Let $E(g) = \frac{1}{n} \sum_{k=1}^{n} g(k)$. If $p, q > 1$, $\frac{1}{p} + \frac{1}{q} = 1$, then

$$1 \leq \frac{E(g_1^p)^{\frac{1}{p}} \cdot E(g_2^q)^{\frac{1}{q}}}{E(g_1 \cdot g_2)} \leq \mu^p,$$  

where $\mu$ is given by (7).

Inequality (8) can be expressed as the chain of inequalities alike the (5):

$$\mu^{-\frac{1}{p}} \cdot E(g_1^p)^{\frac{1}{p}} \cdot E(g_2^q)^{\frac{1}{q}} \leq E(g_1 \cdot g_2) \leq E(g_1^p)^{\frac{1}{p}} \cdot E(g_2^q)^{\frac{1}{q}} \quad (9)$$

The next proposition shows that left inequality in (5) is better than the left inequality in (9).

**Proposition 3.** Under the assumptions of Theorem 7’, the next is valid:

$$\frac{p^\frac{1}{q} \cdot q^\frac{1}{p} \cdot (A B^q - a b^q) \cdot (A^p a B - a^p b A)^{\frac{1}{q}}}{A^p B^q - a^p b^q} = p \cdot \mu^{-\frac{1}{p}} \quad (10)$$

**Proof.** Using elementary algebra we get

$$\mu^{-\frac{1}{p}} = \frac{A^\frac{1}{q} \cdot a^\frac{1}{p} \cdot b^{\frac{1}{q}} \cdot (A B^q - a b^q)^{\frac{1}{p}} \cdot (A^p a B - a^p b A)^{\frac{1}{q}}}{A^p B^q - a^p b^q}.$$  

Separately, using relation $p - 1 = \frac{p}{q}$, we have $\frac{p}{q^2} + 1 - p = -\frac{1}{q}$ and $\frac{q}{p^2} + 1 - q = -\frac{1}{p}$. The proof is prolonging with

$$\mu^{-\frac{1}{p}} = \frac{q^\frac{1}{q} \cdot A^\frac{1}{q} \cdot a^\frac{1}{p} \cdot b^{\frac{1}{q}} \cdot (A B^q - a b^q)^{\frac{1}{p}} \cdot (A^p a B - a^p b A)^{\frac{1}{q}}}{A^p B^q - a^p b^q}.$$  

By selective multiplying factors and brackets with the same exponent we have

$$\mu^{-\frac{1}{p}} = \frac{q^\frac{1}{p} \cdot (A B^q - a b^q) \cdot (a A^p + 1 B - a^p + 1 b A)^{\frac{1}{q}}}{A^p B^q - a^p b^q}.$$  

Considering that $\frac{q}{p} + 1 = q$ and $\frac{p}{q} + 1 = q$ we finally obtain that

$$\mu^{-\frac{1}{p}} = \frac{p^\frac{1}{q} \cdot q^\frac{1}{p} \cdot (A B^q - a b^q) \cdot (a A^p B - a^p b A)^{\frac{1}{q}}}{p (A^p B^q - a^p b^q)}.$$  

The last equation is the same as (10) and the proof is finished. □
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Abstract. Jensen, Hölder, Minkowski, Jensen-Steffensen and Slater-Pečarić type inequalities derived by the properties of \(\gamma\)-quasiconvex functions that we deal with here, can be seen as analog to these for superquadratic functions and refinements of these for convex functions.

1. Introduction

We deal here with inequalities satisfied by one of the many variants of convex functions. These functions are called \(\gamma\)-quasiconvex functions and have already been dealt with by S. Abramovich, L.-E. Persson and N. Samko. The basic facts on \(\gamma\)-quasiconvexity and superquadracity on which this paper is built, can be found in [4], [6], and [7].

The importance of convex functions is obvious and widely acknowledged. Numerous publications deal with convex functions, their properties and applications. In particular we refer to the classical 1964 book “Inequalities” by Hardy, Littlewood and Polya [9], the 1992 book “Convex functions, partial ordering and statistical applications” by Pecaric, Proschan and Tong [15] and to the 2006 book “Convex functions and their applications – a contemporary approach” by Niculescu and Persson [13]. Out of dealing with the classical convex functions evolved many generalizations and refinements of this notion, see in particular Chapter 2 in [13].

Among the many types of refinements and generalizations of convex functions are the usual quasiconvexity, Morrey-convexity, Reitz-convexity, \(h\)-convexity, superquadracity and many others.

The subject of variants of convex functions and the comparison between them deserves at least every decade a large updated survey which is out of the scope of this paper.


Keywords and phrases: Jensen’s inequality, Hölder’s inequality, Minkowski inequality, convex function, \(\gamma\)-quasiconvex functions, \(N\)-quasiconvex functions, superquadratic functions.
paper. We compare here results obtained through the use of \(\gamma\)-quasiconvexity and superquadracity as these notions are the subjects of this paper, see Remark 1 and Theorem 4.

The notion of \(\gamma\)-quasiconvexity with which we deal here is related but is not a special case of any of the cases mentioned above. Therefore it is reasonable to assume that our new and natural notion of \(\gamma\)-quasiconvexity will bring about new results and applications.

Currently the following is already known: The original Hardy’s inequality has a “turning point” (the point where the inequality is reversed) at \(p = 1\). This inequality can be proved directly by the properties of convex functions. (The proof can be found in [16] and its references.) But by using the \(\gamma\)-quasiconvexity we get a refined variant of the original Hardy’s inequality where the turning point is any \(p > 1\) (see [6] and [7]).

It is known that most of the classical inequalities can be obtained by the properties of convex functions, therefore it is reasonable to assume that using the properties of \(\gamma\)-quasiconvexity will bring about proofs of generalizations and refinements of more classical inequalities.

We know that if \(f : \mathbb{R}^+ \rightarrow \mathbb{R}^+\) is a concave function then \(\frac{f(x)}{x}\) is not increasing (see for instance [11, page 142] and [17]). This is one of the reasons it is natural to deal with quasi-monotone functions, that is with \(\gamma\)-quasidecreasing functions. About the importance of this notion especially to theories related to approximation and interpolations see [11].

The notion of a \(\gamma\)-quasiconvex function is analog to a quasimonotone function (that is to \(\gamma\)-quasiincreasing functions). Therefore we hope to get in future publications analog results to those we know about quasimonotone functions, in addition to those mentioned above related to Hardy’s inequalities and to those dealt with in this paper which are related in particular to Jensen, Hölder and Slater Pečarić inequalities.

\(\gamma\)-quasiconvex functions and superquadratic functions are closely related and therefore it is interesting to show side by side results related to these two sets.

We start with a definition of and lemmas about \(\gamma\)-quasiconvexity.

**DEFINITION 1.** Let \(\gamma\) be a real number. A real-valued function \(f\) defined on an interval \([0, b)\) with \(0 < b \leq \infty\) is called \(\gamma\)-quasiconvex if it can be represented as the product of a convex function and the power function \(x^\gamma\).

A convex function \(\varphi\) on \([0, b)\), \(0 < b \leq \infty\) is characterized by the inequality

\[
\varphi(y) - \varphi(x) \geq C_\varphi(x)(y - x), \quad \forall x, y \in (0, b], \quad C_\varphi \in \mathbb{R}, \quad (1.1)
\]

from which we establish easily the following lemmas:

**LEMMA 1.** [6, Lemma 1] Let \(\psi_\gamma(x) = x^\gamma \varphi(x), \ \gamma \in \mathbb{R}, \) where \(\varphi\) is convex on \([0, b)\), that is, \(\psi_\gamma\) is a \(\gamma\)-quasiconvex function. Then

\[
\psi_\gamma(y) - \psi_\gamma(x) \geq \varphi(x)(y^\gamma - x^\gamma) + C_\varphi(x)y^\gamma(y - x), \quad (1.2)
\]

holds for all \(x \in [0, b), y \in [0, b)\), where \(C_\varphi(x)\) is defined by (1.1).
The following is derived by some computation on the right hand side of (1.2), see also [7, Lemma 2]:

**Lemma 2.** [7] Let $\phi$ be convex differentiable function and let $\psi_k(x) = x^k \phi(x)$, $k = 0, 1, \ldots, N$, then the function $\psi_N(x) = x^N \phi(x)$, satisfies for $x, y \in [a, b], a \geq 0$

$$\psi_N(y) - \psi_N(x) \geq (\psi_N(x))' (y-x) + (y-x)^2 \sum_{k=1}^{N} y^{k-1} (\psi_{N-k}(x))'$$

$$= (\psi_N(x))' (y-x) + (y-x)^2 \frac{\partial}{\partial x} \left( \frac{x^N - y^N}{x-y} \phi(x) \right).$$

Now we quote a definition and some basic properties of superquadratic functions.

**Definition 2.** [4, Definition 2.1] A function $\phi : [0, \infty) \rightarrow \mathbb{R}$ is superquadratic provided that for all $x \geq 0$ there exists a constant $C(x) \in \mathbb{R}$ such that

$$\phi(y) - \phi(x) - \phi(|y-x|) \geq C(x) (y-x) \quad (1.4)$$

for all $y \geq 0$.

From this definition we get that when $\phi$ is a superquadratic function, if $\phi \geq 0$, then $\phi$ is convex and $\phi(0) = \phi'(0) = 0$, see [4].

When $\phi : [0, b) \rightarrow \mathbb{R}$ is differentiable non-negative, increasing convex and $\phi(0) = 0$ the function $\psi_N(x) = x^N \phi(x)$ is not only $N$-quasiconvex where $N$ is a non-negative integer but also superquadratic. In particular the power functions $f(x) = x^p$, $p \geq 2$, $x \geq 0$ are superquadratic functions as well as $1$-quasiconvex functions. The power functions $f(x) = x^p$, $p \geq N + 1$, $N \geq 1$, $x \geq 0$, are also $N$-quasiconvex functions.

In Section 2 we deal with Jensen’s type and Slater-Pečarić type inequalities when the coefficients $\alpha_i \geq 0$, $i = 1, \ldots, n$. In Section 5 we deal with inequalities for which the coefficients are not always non-negative. We call these coefficients Steffensen’s coefficients. For such coefficients and for a function $\phi$ we get:

**Lemma 3.** Let $\phi : [0, \infty) \rightarrow \mathbb{R}$ be a given function, let $x$ be a nonnegative monotonic $n$-tuple in $\mathbb{R}^n$, and $\rho$ a real $n$-tuple satisfying Steffensen’s coefficients, that is

$$0 \leq P_j \leq P_n, \quad j = 1, \ldots, n, \quad P_n > 0,$$  

$$P_j = \sum_{i=1}^{j} \rho_i, \quad \bar{P}_j = \sum_{i=j}^{n} \rho_i, \quad j = 1, \ldots, n$$

Then

$$\sum_{i=1}^{n} \rho_i \phi(x_i) = \sum_{j=1}^{k-1} P_j (\phi(x_j) - \phi(x_{j+1})) + P_k \phi(x_k)$$  

$$+ \bar{P}_{k+1} \phi(x_{k+1}) + \sum_{j=k+2}^{n} \bar{P}_j (\phi(x_j) - \phi(x_{j-1})).$$
Identity (1.6) is used in the proofs in Section 5 related to $N$-quasiconvex functions in a similar way as they are used in [15] and [1] for convex functions, in [2] for superquadratic functions and in [7] for 1-quasiconvex functions.

By using the results stated in Section 2 we get in Section 3 Hölder’s type inequalities which are of the type

$$\int fg \, dv \leq \left( \int g^q \, dv \right)^{1/q} \left( \int f^p \, dv \right)^{1/p} H(f,g)$$

that lately are widely discussed (see for instance [10], [12], [14], [19] and their references).

In Section 4 we prove Minkowski type inequalities by using again the results stated in Section 2.

In Section 5 we get more inequalities which are derived from the results from Section 2.

In Section 6 we get inequalities related to differences of “Jensen’s gap” motivated by the work of Dragomir in [8]. The results in this section are analog to the results in [3].

2. Jensen and Slater-Pečarić type inequalities for $N$-quasiconvex functions

We quote first extensions of Jensen and of Slater-Pečarić inequalities for superquadratic functions which are proved in [4] and stated in Lemma A and in Theorem B.

**Lemma A.** [4, Lemma 2.3] Suppose that $\psi$ is superquadratic on $[0,b)$ then

$$\int_{\Omega} \psi(f(s)) \, d\mu(s) - \psi\left(\int_{\Omega} f(s) \, d\mu(s)\right) \geq \int_{\Omega} \psi\left(\left|f(s) - \int_{\Omega} f(\sigma) \, d\mu(\sigma)\right|\right) \, d\mu(s),$$  

(2.1)

where $f$ is any non-negative $\mu$-integrable function on a probability measure space $(\Omega, \mu)$ and $\int_{\Omega} f(s) \, d\mu(s) > 0$.

The discrete version of (2.1) is:

Suppose that $\psi$ is superquadratic on $[0,b)$. Let $0 \leq x_i < b$, $i = 1, \ldots, n$ and let $\bar{x} = \sum_{i=1}^{n} \alpha_i x_i$ where $\alpha_i \geq 0$ and $\sum_{i=1}^{n} \alpha_i = 1$. Then

$$\sum_{i=1}^{n} \alpha_i \psi(x_i) - \psi(\bar{x}) \geq \sum_{i=1}^{n} \alpha_i \psi(|x_i - \bar{x}|).$$  

(2.2)

**Lemma B.** [4, Theorem 2.4] Suppose that $\psi$ is superquadratic and that $C(f(s))$ is given as in Definition 2. If $\mu$ is a probability measure, $f$ is any non-negative $\mu$-measurable function, $\int C(f(s)) \, d\mu(s) \neq 0$, and $m$ and $M$ as defined by

$$m = \int f(s) \, d\mu(s) \quad \text{and} \quad M = \frac{\int f(s) C(f(s)) \, d\mu(s)}{\int C(f(s)) \, d\mu(s)}.$$
then
\[ \psi(m) + \int \psi(|f(s) - m|) \, d\mu(s) \]
\[ \leq \int \psi(f(s)) \, d\mu(s) \]
\[ \leq \psi(M) - \int \psi(|f(s) - M|) \, d\mu(s). \]

The discrete version is: Suppose that \( \psi \) is superquadratic and \( C \) is as in Definition 2. Let \( x_i \geq 0 \), \( i = 1, \ldots, n \) and let \( \alpha_i \geq 0 \), \( \sum_{i=1}^n \alpha_i = 1 \). If \( \sum_{i=1}^n \alpha_i C(x_i) \neq 0 \) we define \( M = \frac{\sum_{i=1}^n \alpha_i C(x_i)}{\sum_{i=1}^n \alpha_i} \). Then
\[ \sum_{i=1}^n \alpha_i \psi(x_i) \leq \psi(M) - \sum_{i=1}^n \alpha_i \psi(|x_i - M|), \]

The following Theorem 1 may be considered an analog of lemmas A and B. In it we get refinements of Jensen’s inequality and Slater-Pečarić inequality (see [1] and [15]). The refinements are obtained just by using (1.3) in Lemma 2 for each \( i \) and then summing up for \( i = 1, \ldots, n \).

**THEOREM 1.** Let \( \phi : [a, b] \to \mathbb{R}, \ a \geq 0 \) be convex differentiable function, and let \( \psi_k(x) \) be \( \psi_k(x) = x^k \phi(x), \ k = 0, 1, \ldots, N, \) where \( \psi_0 = \phi \). Let \( \alpha_i \geq 0, \ x_i \in [a, b], \ i = 1, \ldots, n, \sum_{i=1}^n \alpha_i = 1. \) Then:

1) A Jensen’s type inequality holds where \( \overline{x} = \sum_{i=1}^n \alpha_i x_i \):

\[ \sum_{i=1}^n \alpha_i \psi_N(x_i) - \psi_N(\overline{x}) \]
\[ \geq \sum_{i=1}^n \alpha_i \phi(\overline{x})(x_i^N - \overline{x}^N) + \sum_{i=1}^n \alpha_i \phi'(\overline{x})x_i^N(x_i - \overline{x}) \]
\[ = \sum_{i=1}^n \sum_{k=1}^N \alpha_i (x_i - \overline{x})^2 x_i^{k-1} (\psi_{N-k}(\overline{x}))' \]
\[ = \sum_{i=1}^n \alpha_i (x_i - \overline{x})^2 \frac{\partial}{\partial x} \left( \frac{x_i^N}{\overline{x} - x_i} \phi(\overline{x}) \right). \]

If \( \phi \) is also non-negative and increasing then for \( N = 2, \ldots, \) the above inequality refines Jensen’s inequality. For \( N = 1 \) we get for \( \psi_1(x) = x \phi(x) \)
\[ \sum_{i=1}^n \alpha_i \psi_1(x_i) - \psi_1(\overline{x}) \geq \sum_{i=1}^n \alpha_i \phi'(\overline{x})x_i(x_i - \overline{x}) = \sum_{i=1}^n \alpha_i \phi'(\overline{x})(x_i - \overline{x})^2. \ (2.4) \]

If \( \phi \) is increasing and convex (and not necessarily non-negative) then again (2.4) is a refinement of Jensen’s inequality.
2) For a fixed $C \in [a, b)$ we get when $\alpha_i \geq 0$, $i = 1, \ldots, n$, $\sum_{i=1}^{n} \alpha_i = 1$ that

$$C^N \phi(C) - \sum_{i=1}^{n} \alpha_i x_i^N \phi(x_i)$$

$$= \psi_N(C) - \sum_{i=1}^{n} \alpha_i \psi_N(x_i)$$

$$\geq \sum_{i=1}^{n} \alpha_i \left( x_i^N \phi(x_i) \right)'(C-x_i) + \sum_{i=1}^{n} \alpha_i \left( C-x_i \right)^2 \sum_{k=1}^{N} C^{k-1} \left( \psi_{N-k}(x_i) \right)'$$

$$= \sum_{i=1}^{n} \alpha_i \left( x_i^N \phi(x_i) \right)'(C-x_i) + \sum_{i=1}^{n} \alpha_i \left( C-x_i \right)^2 \frac{\partial}{\partial x_i} \left( \frac{x_i^N - C^N}{C} \phi(x_i) \right).$$

3) Especially if $\sum_{i=1}^{n} \alpha_i \psi_N(x_i) > 0$, and if $C = M_{\psi_N} = \frac{\sum_{i=1}^{n} \alpha_i \psi_N(x_i)}{\sum_{i=1}^{n} \alpha_i} \in [a, b)$, then by using $\sum_{i=1}^{n} \alpha_i \psi_N(x_i) (M_{\psi_N} - x_i) = 0$ we get a Slater-Pečarič type inequality

$$\psi_N(M_{\psi_N}) - \sum_{i=1}^{n} \alpha_i \psi_N(x_i)$$

$$\geq \sum_{i=1}^{n} \sum_{k=1}^{N} \alpha_i \left( M_{\psi_N} - x_i \right)^2 M_{\psi_N}^{k-1} \left( \psi_{N-k}(x_i) \right)'$$

$$= \sum_{i=1}^{n} \alpha_i \left( M_{\psi_N} - x_i \right)^2 \frac{\partial}{\partial x_i} \left( \frac{M_{\psi_N}^{N} - x_i^N}{M_{\psi_N} - x_i} \phi(x_i) \right).$$

If $\phi$ is also non-negative and increasing then for $N = 1, \ldots$ the above inequality is a refinement of Slater Pečarič inequality.

Theorem 1 Case 1 appears in [5, Corollary 1].

We get in [7, Theorem 1] the integral form of Jensen’s type inequality for $\gamma$-quasiconvex functions and the special case when $\gamma = 1$ is:

**Lemma C.** [7] Let $f$ be a non-negative function. Let $f$ and $\phi \circ f$ be $\mu$-integrable functions on the probability measure space $(\Omega, \mu)$ and $\int_{\Omega} f(s) \, d\mu(s) > 0$. Let also $\psi(x) = x \phi(x)$. If $\phi$ is a differentiable convex on $[0,b]$, $0 < b < \infty$

$$\int_{\Omega} \psi(f(s)) \, d\mu(s) - \psi \left( \int_{\Omega} f(s) \, d\mu(s) \right)$$

$$\geq \int_{\Omega} \phi' \left( \int_{\Omega} f(s) \, d\mu(s) \right) \left( f(s) - \int_{\Omega} f(s) \, d\mu(s) \right)^2 \, d\mu(s).$$

hold. If $\phi$ is also increasing we get a refinement of Jensen’s inequality.

**Example 1.** Let $\phi(x) = e^{x^3}$, $\psi(x) = xe^{x^2}$ then from the convexity of $\psi$ we get that $\int_{0}^{1} \psi(x) \, dx \geq \frac{e^{\frac{1}{2}}}{2}$ and from the 1-quasiconvexity we get the better result $\int_{0}^{1} \psi(x) \, dx \geq \frac{5e^{\frac{1}{2}}}{8}$. 
REMARK 1. In [7, Proposition 5] it is proved that: Let $f$ be a non-negative function. Let $f$ and $\varphi \circ f$ be $\mu$-integrable functions on the probability measure space $(\Omega, \mu)$ and $\int_\Omega f(s) d\mu(s) > 0$. Let also $\psi(x) = x\varphi(x)$. If $\varphi$ is a differentiable non-negative convex increasing on $[0, b)$, $0 < b \leq \infty$ and $\varphi(0) = \lim_{z \to 0^+} z\varphi'(z) = 0$ then $\psi$ is also superquadratic and the inequalities

$$\int_{\Omega} \psi(f(s)) d\mu(s) - \psi\left(\int_{\Omega} f(s) d\mu(s)\right) \geq \int_{\Omega} \varphi'\left(\int_{\Omega} f(\sigma) d\mu(\sigma)\right) \left(f(s) - \int_{\Omega} f(\sigma) d\mu(\sigma)\right)^2 d\mu(s) \geq \int_{\Omega} \psi\left(f(s) - \int_{\Omega} f(\sigma) d\mu(\sigma)\right) d\mu(s),$$

hold when $0 < f(s) \leq 2 \int_{\Omega} f(\sigma) d\mu(\sigma)$ for every $s \in \Omega$, in particular when $0 < a \leq f(s) \leq 2a$, $s \in \Omega$.

The discrete form says there that: when $0 < x_i \leq 2\pi$, $i = 1, \ldots, n$ and $\psi(x) = x\varphi(x)$ where $\varphi(x)$ is non-negative increasing differentiable and convex then Inequality (2.4) is better than (2.2) when $\varphi(0) = \lim_{z \to 0^+} z\varphi'(z) = 0$.

3. Hölder type inequalities derived from $\gamma$-quasiconvexity and superquadracity

In this section we use Jensen’s type inequalities to prove new Hölder type inequalities and reversed Hölder type inequalities. We use in particular Lemma A, Lemma C and the following lemmas D and E to get refinements for $p \geq 2$ of Hölder inequality, lower bounds for $1 < p \leq 2$ and upper bounds when $0 < p < 1$.

**Lemma D.** [7, Corollary 1] Let $0 < p \leq 1$, and let $f$ be a $\mu$-measurable and positive function on the probability measure space $(\mu, \Omega)$ and $x = \int_{\Omega} f(s) d\mu(s) > 0$. Then

$$-I_1 + \left(\int_{\Omega} f(s) d\mu(s)\right)^p \leq \int_{\Omega} (f(s))^p d\mu(s) \leq \left(\int_{\Omega} f(s) d\mu(s)\right)^p,$$

where

$$I_1 = p \left(\int_{\Omega} f(s) d\mu(s)\right)^p \left(1 - \int_{\Omega} f(s) d\mu(s) \int_{\Omega} (f(s))^{-1} d\mu(s)\right) > 0.$$

**Lemma E.** [7, Corollary 2] Let $0 < p \leq 1$, let $f$ be a non-negative $\mu$-measurable function on the probability measure space $(\Omega, \mu)$ and $x = \int_{\Omega} f(s) d\mu(s) > 0$. Then

$$-I_2 + \left(\int_{\Omega} f(s) d\mu(s)\right)^p \leq \int_{\Omega} (f(s))^p d\mu(s) \leq \left(\int_{\Omega} f(s) d\mu(s)\right)^p,$$

where

$$I_2 = p \left(\int_{\Omega} f(s) d\mu(s)\right)^{p-1} \int_{\Omega} \frac{(f(s) - x)^2}{f(s)} d\mu(s).$$
As the power functions $\varphi (x) = x^p$, $x \geq 0$ are superquadratic when $p \geq 2$ and subquadratic when $1 \leq p \leq 2$, we get from Lemma A that for $p \geq 2$

$$\int_{\Omega} (f(s))^p d\mu(s) - \left( \int_{\Omega} f(s) d\mu(s) \right)^p \geq \int_{\Omega} \left( \left| f(s) - \int_{\Omega} f(\sigma) d\mu(\sigma) \right| \right)^p d\mu(s),$$

(3.3)
holds, where $f$ is any non-negative $\mu$-integrable function on a probability measure space $(\Omega, \mu)$ and $\int_{\Omega} f(s) d\mu(s) > 0$.

In [18, Theorem 1.4] a refinement of Hölder’s inequality is proved:

**Theorem 2.** For $p \geq 2$ and for any two non-negative $\nu$-measurable functions $f$ and $g$ and for $\frac{1}{p} + \frac{1}{q} = 1$ we get a refinement of Hölder inequality

$$\int_{\Omega} fg d\nu \leq \left( \int_{\Omega} f^p d\nu - \int_{\Omega} \left| f - g^{q-1} \frac{\int_{\Omega} fg d\nu}{\int_{\Omega} g^q d\nu} \right|^p d\nu \right)^{\frac{1}{p}} \left( \int_{\Omega} g^q d\nu \right)^{\frac{1}{q}}$$

$$= \left( \int_{\Omega} f^p d\nu - \int_{\Omega} \left| f - g^{q-1} \frac{\int_{\Omega} fg d\nu}{\int_{\Omega} g^q d\nu} \right|^p g^q d\nu \right)^{\frac{1}{p}} \left( \int_{\Omega} g^q d\nu \right)^{\frac{1}{q}}.$$

In the case $1 < p \leq 2$ we get for any two non-negative $\nu$-measurable functions $f$ and $g$ when $\int_{\Omega} f^p d\nu \geq \int_{\Omega} \left| f - g^{q-1} \frac{\int_{\Omega} fg d\nu}{\int_{\Omega} g^q d\nu} \right|^p d\nu$, that

$$\left( \int_{\Omega} f^p d\nu \right)^{\frac{1}{p}} \left( \int_{\Omega} g^q d\nu \right)^{\frac{1}{q}} \geq \int_{\Omega} fg d\nu \geq \left( \int_{\Omega} f^p d\nu - \int_{\Omega} \left| f - g^{q-1} \frac{\int_{\Omega} fg d\nu}{\int_{\Omega} g^q d\nu} \right|^p d\nu \right)^{\frac{1}{p}} \left( \int_{\Omega} g^q d\nu \right)^{\frac{1}{q}}.$$

From Lemma C we get that for the 1-quasiconvex functions $\varphi(x) = x^p$, $x \geq 0$, $p \geq 2$ the inequality

$$\int_{\Omega} (f(s))^p d\mu(s) - \left( \int_{\Omega} f(s) d\mu(s) \right)^p \geq (p-1) \left( \int_{\Omega} f(s) d\mu(s) \right)^{p-2} \int_{\Omega} \left( f(s) - \int_{\Omega} f(s) d\mu(s) \right)^2 d\mu(s)$$

(3.4)
holds.

Theorem 3, which is another refinement of Hölder inequality, follows in the same way that Hölder’s inequality follows from Jensen’s inequality by fixing a non-negative $\nu$-measurable functions $f$ and $g$ and applying (3.4) with $fg^{1-q}$ in place of $f$ and $\frac{g^q d\nu}{\int_{\Omega} g^q d\nu}$ in place of $d\mu$ where $\frac{1}{p} + \frac{1}{q} = 1$:
THEOREM 3. Let \( p \geq 2 \) and define \( q \) by \( \frac{1}{p} + \frac{1}{q} = 1 \). Then for any two nonnegative \( \nu \)-measurable functions \( f \) and \( g \)

\[
\int_{\Omega} f g d\nu \leq \left( \int_{\Omega} f^p d\nu - (p - 1) \left( \frac{\int_{\Omega} f g d\nu}{\int_{\Omega} g^q d\nu} \right)^{p-2} \int_{\Omega} \left( f (1-q) - \frac{\int_{\Omega} f g d\nu}{\int_{\Omega} g^q d\nu} \right)^2 g^q d\nu \right)^{\frac{1}{p}}
\times \left( \int_{\Omega} g^q d\nu \right)^{\frac{1}{q}}.
\]  

If \( 1 < p \leq 2 \) we get when \( \int_{\Omega} f^p d\nu \geq (p - 1) \left( \frac{\int_{\Omega} f g d\nu}{\int_{\Omega} g^q d\nu} \right)^{p-2} \int_{\Omega} \left( f (1-q) - \frac{\int_{\Omega} f g d\nu}{\int_{\Omega} g^q d\nu} \right)^2 g^q d\nu \), that

\[
\left( \int_{\Omega} f^p d\nu \right)^{\frac{1}{p}} \left( \int_{\Omega} g^q d\nu \right)^{\frac{1}{q}} \geq \int_{\Omega} f g d\nu \geq \left( \int_{\Omega} f^p d\nu - (p - 1) \left( \frac{\int_{\Omega} f g d\nu}{\int_{\Omega} g^q d\nu} \right)^{p-2} \int_{\Omega} \left( f (1-q) - \frac{\int_{\Omega} f g d\nu}{\int_{\Omega} g^q d\nu} \right)^2 g^q d\nu \right)^{\frac{1}{p}}
\times \left( \int_{\Omega} g^q d\nu \right)^{\frac{1}{q}}.
\]  

The last inequalities emphasize that through the 1-quasiconvexity and 1-quasiconcavity notions we get refined Hölder inequality for \( p \geq 2 \) in (3.5) and a lower bound in (3.6) for \( 1 < p \leq 2 \).

From Remark 1 it follows that:

THEOREM 4. Under the same conditions as in Theorems 2 and 3 we get that the refinement of Hölder inequality derived from the 1-quasiconvexity of \( x^p, x \geq 0, p \geq 2 \) is better that the refinement derived from its superquadracity when \( 0 \leq f g^{(1-q)} \leq \frac{\int_{\Omega} f g d\nu}{\int_{\Omega} g^q d\nu} \) that is we get that

\[
\int_{\Omega} f g d\nu \leq \left( \int_{\Omega} f^p d\nu - \Delta_1 \right)^{\frac{1}{p}} \left( \int_{\Omega} g^q d\nu \right)^{\frac{1}{q}} \leq \left( \int_{\Omega} f^p d\nu - \Delta_2 \right)^{\frac{1}{p}} \left( \int_{\Omega} g^q d\nu \right)^{\frac{1}{q}},
\]

where

\[
\Delta_1 = (p - 1) \left( \frac{\int_{\Omega} f g d\nu}{\int_{\Omega} g^q d\nu} \right)^{p-2} \int_{\Omega} \left( f (1-q) - \frac{\int_{\Omega} f g d\nu}{\int_{\Omega} g^q d\nu} \right)^2 g^q d\nu
\]
and
\[ \Delta_2 = \int_\Omega \left| f g^{(1-q)} - \frac{\int_\Omega f g d\nu}{\int_\Omega g^q d\nu} \right|^p g^q d\nu. \]

From Lemma E we get a two sided Hölder type inequality:

**Theorem 5.** Let \( 0 < p \leq 1 \), \( f \) and \( g \) be non-negative \( \mu \)-measurable functions on the probability measure space \((\Omega, \nu)\) then

\[
\left( \int_\Omega f^p d\nu \right)^{\frac{1}{p}} \left( \int_\Omega g^q d\nu \right)^{\frac{1}{q}} \leq \int_\Omega f g d\nu \leq \left( \int_\Omega f^p d\nu \right)^{\frac{1}{p}} \left( \int_\Omega g^q d\nu \right)^{\frac{1}{q}} + \left( \int_\Omega f g^{(1-q)} d\nu \right)^{\frac{1}{p}} \left( \int_\Omega g^{-q} d\nu \right)^{\frac{1}{q}} \leq \left( \int_\Omega f^p d\nu \right)^{\frac{1}{p}} \left( \int_\Omega g^q d\nu \right)^{\frac{1}{q}} + \left( \int_\Omega f g^{(1-q)} d\nu \right)^{\frac{1}{p}} \left( \int_\Omega g^{-q} d\nu \right)^{\frac{1}{q}} \leq \left( \int_\Omega f^p d\nu \right)^{\frac{1}{p}} \left( \int_\Omega g^q d\nu \right)^{\frac{1}{q}} \leq \int_\Omega f g d\nu \left( \int_\Omega g^q d\nu \right)^{\frac{1}{q}}. \]  

**Proof.** To get a refinement of Hölder inequality, from Lemma E we fix as before a non-negative \( \nu \)-measurable functions \( f \) and \( g \) and apply (3.1) and (3.2) with \( f g^{1-q} \) in place of \( f \) and \( \frac{g^q d\nu}{\int_\Omega g^q d\nu} \) in place of \( d\mu \) where \( \frac{1}{p} + \frac{1}{q} = 1 \) and get the right side of (3.7) by a simple computation, and together with Hölder inequality for \( 0 < p \leq 1 \) which says that

\[
\left( \int_\Omega f^p d\nu \right)^{\frac{1}{p}} \left( \int_\Omega g^q d\nu \right)^{\frac{1}{q}} \leq \int_\Omega f g d\nu \]

(3.7) is obtained. \( \square \)

Similarly we get from Lemma D that

**Theorem 6.** Let \( 0 < p \leq 1 \), \( f \) and \( g \) be non-negative \( \mu \)-measurable functions on the probability measure space \((\Omega, \nu)\), then

\[
\int_\Omega f g d\nu \leq \left( \int_\Omega f^p d\nu + p \left( \frac{\int_\Omega f g d\nu}{\int_\Omega g^q d\nu} \right)^{\frac{p}{q}} \left( \int_\Omega g^q d\nu - \frac{\int_\Omega f g d\nu}{\int_\Omega g^q d\nu} \right)^{\frac{1}{q}} \right)^{\frac{1}{p}} \left( \int_\Omega g^q d\nu \right)^{\frac{1}{q}}. \]

Hölder type inequality for \( 0 < p \leq \frac{1}{2} \) and for \( \frac{1}{2} \leq p < 1 \) which we get now are derived again from the theorems related to 1-quasiconvex functions but are obtained by different substitutions that those employed up to now.
THEOREM 7. Let $0 < p \leq \frac{1}{2}$ and define $\frac{1}{p} + \frac{1}{q} = 1$. Then for any positive $\nu$-measurable function $f$ and $g$

$$\int_{\Omega} f g \, d\nu \geq \left( \int_{\Omega} f^p \, d\nu \right)^{\frac{1}{p}} \left( \int_{\Omega} g^q \, d\nu \right)^{\frac{1}{q}} \times \left[ 1 + \left( \frac{1}{p} - 1 \right) \int_{\Omega} \left( \frac{f^p \int_{\Omega} g^q \, d\nu - g^q \int_{\Omega} f^p \, d\nu}{\int_{\Omega} f^p \, d\nu} \right)^2 \frac{g^{-q}}{\int_{\Omega} g^q \, d\nu} \, d\nu \right]$$

(3.8)

is derived, which is a refinement of Hölder inequality.

For $\frac{1}{2} \leq p < 1$, we get the reverse of inequality (3.8) and together with Hölder inequality for $0 < p < 1$

$$\left( \int_{\Omega} g^q \, d\nu \right)^{\frac{1}{q}} \left( \int_{\Omega} f^p \, d\nu \right)^{\frac{1}{p}} \leq \int_{\Omega} f g \, d\nu$$

\[ \leq \left( \int_{\Omega} g^q \, d\nu \right)^{\frac{1}{q}} \left( \int_{\Omega} f^p \, d\nu \right)^{\frac{1}{p}} \times \left[ 1 + \left( \frac{1}{p} - 1 \right) \int_{\Omega} \left( \frac{f^p \int_{\Omega} g^q \, d\nu - g^q \int_{\Omega} f^p \, d\nu}{\int_{\Omega} f^p \, d\nu} \right)^2 \frac{g^{-q}}{\int_{\Omega} g^q \, d\nu} \, d\nu \right] \]

(3.9)

is derived.

Proof. For simplicity we denote $\int_{\Omega}$ as $\int$. For $\frac{1}{p} \geq 2$ we use the inequality for the 1-quasiconvex function $x^{\frac{1}{p}}$

$$\int f^{\frac{1}{p}} \, d\mu \geq \left( \int f \, d\mu \right)^{\frac{1}{p}} \left[ 1 + \left( \frac{1}{p} - 1 \right) \int \left( \frac{f - \int f \, d\mu}{\int f \, d\mu} \right)^2 \, d\mu \right].$$

(3.10)

We fix now non-negative $\nu$ measurable functions $f$ and $g$ and apply (3.10) with $f^p g^{-q}$ in place of $f$ and $d\mu = \frac{g^{q} \, d\nu}{\int g^{q} \, d\nu}$. Therefore $\int f \, d\mu$ is replaced by $\int \frac{f^p \, d\nu}{f^{q} \, d\nu}$, $\int f^{\frac{1}{p}} \, d\mu$ is replaced by $\int \frac{f \, d\nu}{g^{q} \, d\nu}$, and apply (3.10) and get

$$\frac{\int f g \, d\nu}{\int g^{q} \, d\nu} \geq \left( \int \frac{f^p \, d\nu}{g^q \, d\nu} \right)^{\frac{1}{p}} \left[ 1 + \left( \frac{1}{p} - 1 \right) \int \left( \frac{f^p g^{-q} - \frac{f^p \, d\nu}{g^{q} \, d\nu} \int \frac{f^p \, d\nu}{g^{q} \, d\nu}}{\int \frac{f^p \, d\nu}{g^{q} \, d\nu}} \right)^2 \frac{g^{q}}{\int g^{q} \, d\nu} \, d\nu \right].$$

(3.11)

from which (3.8) is obtained.

The proof of (3.9) is similar using the 1-quasiconcavity of $x^{\frac{1}{p}}$, $\frac{1}{2} \leq p < 1$. ∎

Similarly, using the superquadracity of $x^{\frac{1}{p}}$, $x \geq 0$, $\frac{1}{p} \geq 2$ and the subquadracity of $x^{\frac{1}{p}}$, $1 \leq \frac{1}{p} \leq 2$ and under the same condition as in 7 we get in a similar way when
0 < p ≤ \frac{1}{2} the inequality

\[ \int fg \, dv \geq \left( \int f^p \, dv \right)^{\frac{1}{p}} \left( \int g^p \, dv \right)^{\frac{1}{q}} \times \left[ 1 + \int \left| \frac{f^p \int g^q \, dv - g^q \int f^p \, dv}{\int f^p \, dv} \right|^{\frac{1}{p}} g \, dv \right]^{\frac{1}{q}} \]

and the reverse inequality holds when \( \frac{1}{2} \leq p < 1 \), and together with Hölder inequality for 0 < p < 1 we get

\[ \left( \int f^p \, dv \right)^{\frac{1}{p}} \left( \int g^p \, dv \right)^{\frac{1}{q}} \leq \int fg \, dv \leq \left( \int f^p \, dv \right)^{\frac{1}{p}} \left( \int g^p \, dv \right)^{\frac{1}{q}} \times \left[ 1 + \int \left| \frac{f^p \int g^q \, dv - g^q \int f^p \, dv}{\int f^p \, dv} \right|^{\frac{1}{p}} g \, dv \right]^{\frac{1}{q}} \]

4. **Minkowski type inequalities using 1-quasiconvexity**

By using Theorem 3 we get Minkowski type inequalities:

**Theorem 8.** Let \( p \geq 2 \) and let \( \frac{1}{q} = 1 - \frac{1}{p} \). Then for any two non-negative \( \nu \)-measurable functions \( f \) and \( g \)

\[ \left( \int (f + g)^p \, dv \right)^{\frac{1}{p}} \leq \left( \int f^p \, dv - D \left( \int f (f+g)^{p-1} \, dv \right)^{p-2} \right)^{\frac{1}{p}} + \left( \int g^p \, dv - D \left( \int g (f+g)^{p-1} \, dv \right)^{p-2} \right)^{\frac{1}{p}} \]  

(4.1)

where

\[ D = (p - 1) \left( \int \left( \frac{g \int f (f+g)^{p-1} \, dv - f \int g (f+g)^{p-1} \, dv}{(f + g)^p \, dv} \right)^2 (f+g)^{p-2} \right) \, dv \].  

(4.2)

**Proof.** Inequality (4.1) follows from inequality (3.5) in the same way that Minkowski’s inequality follows from Hölder’s and as Minkowski’s inequality for superquadratic functions \( x^p, \ p \geq 2, \ x \geq 0 \) follows from Hölder’s inequality for superquadratic functions (see [18]).
Let \( p \geq 2 \) and apply (3.5) with \( g \) replaced by \( (f + g)^{p-1} \) and we get

\[
\int f (f + g)^{p-1} d\nu \leq \left( \int (f + g)^p d\nu \right)^{\frac{1}{q}}
\]

\[
\times \left[ \int f^p d\nu - (p - 1) \left( \frac{\int f (f + g)^{p-1} d\nu}{\int (f + g)^p d\nu} \right)^{p-2}
\right.
\]

\[
\times \left. \int \left( \frac{f}{f + g} - \frac{\int f (f + g)^{p-1} d\nu}{\int (f + g)^p d\nu} \right)^2 (f + g)^p d\nu \right]^{\frac{1}{p}}.
\]

Interchanging the roles of \( f \) and \( g \) yields

\[
\int g (f + g)^{p-1} d\nu \leq \left( \int (f + g)^p d\nu \right)^{\frac{1}{q}} \left[ \int g^p d\nu - (p - 1) \left( \frac{\int g (f + g)^{p-1} d\nu}{\int (f + g)^p d\nu} \right)^{p-2}
\]

\[
\times \int \left( \frac{g}{f + g} - \frac{\int g (f + g)^{p-1} d\nu}{\int (f + g)^p d\nu} \right)^2 (f + g)^p d\nu \right]^{\frac{1}{p}}.
\]

Adding the last two inequalities gives after simple computation Inequality (4.1). \( \square \)

The following Theorem 9 follows from inequality (3.6) by a similar argument as Theorem 8 follows from inequality (3.5).

**Theorem 9.** Let \( 1 < p \leq 2 \) and let \( \frac{1}{q} = 1 - \frac{1}{p} \). Then for any two non-negative \( \nu \)-measurable functions \( f \) and \( g \)

\[
\left( \int f^p d\nu \right)^{\frac{1}{p}} + \left( \int g^p d\nu \right)^{\frac{1}{p}} \geq \left( \int (f + g)^p d\nu \right)^{\frac{1}{p}} \quad (4.3)
\]

\[
\geq \left( \int f^p d\nu - D \left( \int f (f + g)^{p-1} d\nu \right)^{p-2} \right)^{\frac{1}{p}}
\]

\[
+ \left( \int g^p d\nu - D \left( \int g (f + g)^{p-1} d\nu \right)^{p-2} \right)^{\frac{1}{p}}
\]

where

\[
D = (p - 1) \left( \int \left( \frac{g \int f (f + g)^{p-1} d\nu - f \int g (f + g)^{p-1} d\nu}{(f + g)^p} \right)^2 (f + g)^{p-2} d\nu \right).
\]

and \( \int f^p d\nu \geq D \left( \int f (f + g)^{p-1} d\nu \right)^{p-2} \), \( \int g^p d\nu \geq D \left( \int g (f + g)^{p-1} d\nu \right)^{p-2} \).
Now we get Minkowski’s type inequalities when $0 < p \leq \frac{1}{2}$ and when $\frac{1}{2} \leq p < 1$.

**Theorem 10.** Let $0 < p \leq \frac{1}{2}$ and define $\frac{1}{p} + \frac{1}{q} = 1$. Then for any two non-negative $\nu$-measurable functions $f$ and $g$

\[
\left( \int (f + g)^p \, d\nu \right)^{\frac{1}{p}} \geq \left( \int f^p \, d\nu \right)^{\frac{1}{p}}
\]

\[
\times \left[ 1 + \left( \frac{1}{p} - 1 \right) \int \frac{(f + g)^p \int f^p \, d\nu - f^p \int (f + g)^p \, d\nu}{\int f^p \, d\nu} \right]^2 \frac{(f + g)^{-p}}{\int (f + g)^p \, d\nu} \, d\nu
\]

\[
+ \left( \int g^p \, d\nu \right)^{\frac{1}{p}} \times \left[ 1 + \left( \frac{1}{p} - 1 \right) \int \frac{(f + g)^p \int g^p \, d\nu - g^p \int (f + g)^p \, d\nu}{\int g^p \, d\nu} \right]^2 \frac{(f + g)^{-p}}{\int (f + g)^p \, d\nu} \, d\nu
\]

When $\frac{1}{2} \leq p < 1$ we get

\[
\left( \int f^p \, d\nu \right)^{\frac{1}{p}} + \left( \int g^p \, d\nu \right)^{\frac{1}{p}} \leq \left( \int (f + g)^p \, d\nu \right)^{\frac{1}{p}}
\]

\[
\leq \left( \int f^p \, d\nu \right)^{\frac{1}{p}} \times \left[ 1 + \left( \frac{1}{p} - 1 \right) \int \frac{(f + g)^p \int f^p \, d\nu - f^p \int (f + g)^p \, d\nu}{\int f^p \, d\nu} \right]^2 \frac{(f + g)^{-p}}{\int (f + g)^p \, d\nu} \, d\nu
\]

\[
+ \left( \int g^p \, d\nu \right)^{\frac{1}{p}} \times \left[ 1 + \left( \frac{1}{p} - 1 \right) \int \frac{(f + g)^p \int g^p \, d\nu - g^p \int (f + g)^p \, d\nu}{\int g^p \, d\nu} \right]^2 \frac{(f + g)^{-p}}{\int (f + g)^p \, d\nu} \, d\nu
\]

**Proof.** We use inequality (3.10) for $\frac{1}{p} > 2$ to get (4.5). We fix non-negative $\nu$-measurable functions $f$ and $g$ and apply (3.10) with $\frac{f}{f + g}$ in place of $f$ and $d\mu = \frac{(f + g)^p \, d\nu}{\int (f + g)^p \, d\nu}$. Therefore $\frac{f^p \, d\nu}{\int f^p \, d\nu}$ is in place of $\int f \, d\mu$, $\frac{f}{f + g}$ is in place of $f^p$, etc.
\[
\frac{\int f(f+g)^{p-1} \, dv}{\int (f+g)^p \, dv} \text{ is in place of } \int f^\frac{k}{p} \, d\mu \text{ and get}
\]
\[
\frac{\int f(f+g)^{p-1} \, dv}{\int (f+g)^p \, dv} \geq \left( \frac{\int f^p \, dv}{\int (f+g)^p \, dv} \right)^{\frac{1}{p}}
\]
\[
\times \left[ 1 + \left( \frac{1}{p} - 1 \right) \int \left( \frac{(f+g)^{-p} f^p - \int f^p (\int (f+g)^p \, dv)^{-1}}{\int f^p \, dv (\int (f+g)^p \, dv)^{-1}} \right)^2 \frac{(f+g)^p}{\int (f+g)^p \, dv} \right].
\]

Interchanging the roles of \( f \) and \( g \) yields
\[
\frac{\int g(f+g)^{p-1} \, dv}{\int (f+g)^p \, dv} \geq \left( \frac{\int g^p \, dv}{\int (f+g)^p \, dv} \right)^{\frac{1}{p}}
\]
\[
\times \left[ 1 + \left( \frac{1}{p} - 1 \right) \int \left( \frac{(f+g)^{-p} g^p - \int g^p (\int (f+g)^p \, dv)^{-1}}{\int g^p \, dv (\int (f+g)^p \, dv)^{-1}} \right)^2 \frac{(f+g)^p}{\int (f+g)^p \, dv} \right].
\]

Adding the last two inequalities gives (4.5). Similarly together with Minkowski’s inequality for \( 0 < p < 1 \) we get (4.6) for \( \frac{1}{2} \leq p < 1 \). □

5. Jensen and Slater-Pečarić type inequalities for Steffensen’s coefficients

In Section 2 we dealt with Jensen’s type and Slater-Pečarić type inequalities when the coefficients \( \alpha_i \geq 0, \ i = 1, \ldots, n \).

We prove now a Jensen-Steffensen type inequality and a Slater-Pečarić type inequality for \( N \)-quasiconvex functions, when \( N \) is an integer, and the coefficients are not necessarily non-negative.

An extension of Jensen Steffensen inequality is proved in [2] for a non-negative superquadratic function which is therefore also increasing and convex:

**Theorem 11.** Let \( \psi : [0, \infty) \to \mathbb{R} \) be differentiable superquadratic and nonnegative. Let \( \mathbf{x} \) be a nonnegative monotonic \( n \)-tuple in \( \mathbb{R}^n \), and \( \mathbf{p} \) a real \( n \)-tuple satisfying Steffensen’s coefficients. Let \( \overline{x} \) be defined by \( \overline{x} = \frac{1}{n} \sum_{i=1}^{n} \rho_i x_i \). Then

\[
\sum_{i=1}^{n} \rho_i \psi(x_i) - P_n \psi(\overline{x}) \geq \sum_{j=1}^{k-1} P_j \psi(\{|x_j - x_{j+1}|\}) + P_k \psi(\{|x_k - \overline{x}|\})
\]
\[
+ \overline{P}_{k+1} \psi(\{|x_k+1 - \overline{x}|\}) + \sum_{j=k+2}^{n} \overline{P}_j \psi(\{|x_j - x_{j-1}|\})
\]
\[
\left( \sum_{i=1}^{k} P_i + \sum_{i=k+1}^{n} \frac{P_i}{\rho_i} \right) \psi \left( \frac{\sum_{i=1}^{n} \rho_i (|x_i - \bar{x}|)}{\sum_{i=1}^{k} P_i + \sum_{i=k+1}^{n} \frac{P_i}{\rho_i}} \right) \]
\[
\geq ((n-1) P_n) \psi \left( \frac{\sum_{i=1}^{n} \rho_i (|x_i - \bar{x}|)}{(n-1) P_n} \right)
\]
holds where \( k \in \{1, \ldots, n-1\} \) satisfies \( x_k \leq \bar{x} \leq x_{k+1} \), unless one of the following two cases occurs:

1. either \( \bar{x} = x_1 \) or \( \bar{x} = x_n \),

2. there exists \( k \in \{3, \ldots, n-2\} \) such that \( \bar{x} = x_k \) and \( P_j (x_j - x_{j+1}) = 0 \), \( j = 1, \ldots, k-1 \), \( P_j (x_j - x_{j-1}) = 0 \), \( j = k+1, \ldots, n \).

In these two cases \( \sum_{i=1}^{n} \rho_i \psi (x_i) - P_n \psi (\bar{x}) = 0 \).

An extension of Slater-Pečarić inequality is proved in [2], for a non-negative superquadratic function which is therefore also increasing and convex:

**Theorem 12.** [2] Let \( \psi : [0, \infty) \to \mathbb{R} \) be a differentiable nonnegative superquadratic function. Let \( \rho = (\rho_1, \ldots, \rho_n) \) be Jensen-Steffensen coefficients and \( \bar{x} = (x_1, \ldots, x_n) \) be a non-negative increasing \( n \)-tuple. If \( \sum_{i=1}^{n} \rho_i \psi' (x_i) \neq 0 \) we define \( M = \frac{\sum_{i=1}^{n} \rho_i \psi' (x_i)}{\sum_{i=1}^{n} \rho_i \psi (x_i)} \).

Then:

**Case A:** for \( s \) satisfying \( x_s \leq M \leq x_{s+1} \), \( s + 1 \leq n \),

\[
\sum_{i=1}^{n} \rho_i \psi (x_i) 
\leq P_n \psi (M) - \left( \sum_{j=1}^{s} P_j \psi (x_{j+1} - x_j) + P_s \psi (M - x_s) + P_{s+1} \psi (x_{s+1} - M) + \sum_{j=s+2}^{n} P_j \psi (x_j - x_{j-1}) \right)
\]

\[
\leq P_n \psi (M) - \left( \sum_{j=1}^{s} P_j + \sum_{j=s+1}^{n} \frac{P_j}{\rho_j} \right) \psi \left( \frac{\sum_{i=1}^{n} \rho_i |x_i - M|}{\sum_{j=1}^{s} P_j + \sum_{j=s+1}^{n} \frac{P_j}{\rho_j}} \right)
\]

\[
\leq P_n \psi (M) - ((n-1) P_n) \psi \left( \frac{\sum_{i=1}^{n} \rho_i |x_i - M|}{(n-1) P_n} \right)
\]

holds, unless one of the following two cases occurs:

1. either \( \bar{x} = x_1 \) or \( \bar{x} = x_n \),

2. there exists \( k \in \{3, \ldots, n-2\} \) such that \( \bar{x} = x_k \) and \( P_j (x_j - x_{j+1}) = 0 \), \( j = 1, \ldots, s-1 \), \( P_j (x_j - x_{j-1}) = 0 \), \( j = s+1, \ldots, n \). In these two cases \( \sum_{i=1}^{n} \rho_i \psi (x_i) - P_n \psi (M_{\psi_{\rho}}) = 0 \).

**Case B:** for \( M > x_n : \sum_{i=1}^{n} \rho_i \psi (x_i) \leq P_n \psi (M) - (nP_n) \psi \left( \frac{\sum_{i=1}^{n} \rho_i |x_n - M|}{nP_n} \right) \).

For 1-quasiconvex function \( \psi \) we present a Jensen’s type inequality obtained in [7, Theorem 3]:
THEOREM 13. Let \( \rho_1, \ldots, \rho_n \) be Jensen-Steffensen coefficients, that is, \( 0 \leq P_k = \sum_{i=1}^{k} \rho_i \leq P_n, \) \( P_k = \sum_{i=k}^{n} \rho_i \geq 0, \) \( P_n > 0, \) \( k = 1, \ldots, n, \) and let \( \mathbf{x} = (x_1, \ldots, x_n) > 0 \) satisfy \( 0 < x_1 \leq \ldots \leq x_n. \) Let \( \phi \) be non-negative, increasing differentiable convex function defined on \( x \geq 0, \) and let \( \psi(x) = x \phi(x). \) Let \( \overline{x} = \sum_{i=1}^{n} \frac{\rho_i x_i}{P_n}. \) Let \( s \) be the integer that satisfies \( 0 < x_s \leq \overline{x} \leq x_{s+1} \leq x_n. \) Then we get

\[
\sum_{i=1}^{n} \rho_i \psi(x_i) - P_n \psi(\overline{x}) \\
\geq \phi'(x_1) \left( \sum_{j=1}^{s} P_j + \sum_{j=s+1}^{P_n} P_j \right) \left( \frac{\sum_{i=1}^{n} \rho_i |x_i - \overline{x}|}{\sum_{j=1}^{s} P_j + \sum_{j=s+1}^{P_n} P_j} \right)^2 \\
\geq \phi'(x_1) P_n \max\{s, n-s\} \left( \frac{\sum_{i=1}^{n} \rho_i |x_i - \overline{x}|}{P_n \max\{s, n-s\}} \right)^2 \\
\geq \phi'(x_1) (n - 1) P_n \left( \frac{\sum_{i=1}^{n} \rho_i |x_i - \overline{x}|}{(n - 1) P_n} \right)^2 
\geq 0.
\]

We state now a Jensen-Steffensen type inequality and Slater Pečarić type inequality for \( N \)-quasiconvex functions, when \( N \) is an integer. The proof of this theorem uses (1.3) and some of the techniques used in [2]. This is done using identity (1.6) for the convex function \( \psi_N. \)

THEOREM 14. Let \( \rho_1, \ldots, \rho_n \) be Jensen-Steffensen coefficients, and let \( \mathbf{x} = (x_1, \ldots, x_n) \) satisfy \( 0 < x_1 \leq \ldots \leq x_n. \) Let \( \phi \) be non-negative, increasing differentiable convex function defined on \( x \geq 0, \) and let \( \psi_N(x) = x^N \phi(x) \) where \( N \) is an integer. Let \( \overline{x} = \sum_{i=1}^{n} \frac{\rho_i x_i}{P_n}. \) Let \( s \) be the integer that satisfies \( 0 < x_s \leq \overline{x} \leq x_{s+1} \leq x_n. \) Then

\[
\sum_{i=1}^{n} \rho_i \psi_N(x_i) - P_n \psi_N(\overline{x}) \\
\geq \sum_{k=1}^{N} x_1^{k-1} \psi'_{N-k}(x_1) \left( \sum_{j=1}^{s} P_j + \sum_{j=s+1}^{P_n} P_j \right) \left( \frac{\sum_{i=1}^{n} \rho_i |x_i - \overline{x}|}{\sum_{j=1}^{s} P_j + \sum_{j=s+1}^{P_n} P_j} \right)^2 \\
= \left( \sum_{j=1}^{s} P_j + \sum_{j=s+1}^{P_n} P_j \right) \left( \frac{\sum_{i=1}^{n} \rho_i |x_i - \overline{x}|}{\sum_{j=1}^{s} P_j + \sum_{j=s+1}^{P_n} P_j} \right)^2 \frac{\partial}{\partial x} \left( \frac{x^N - x_1^N}{x - x_1} \phi(x) \right) / x = x_1 \\
\geq (P_n \max\{s, n-s\})^{-1} \left( \sum_{i=1}^{n} \rho_i |x_i - \overline{x}| \right)^2 \frac{\partial}{\partial x} \left( \frac{x^N - x_1^N}{x - x_1} \phi(x) \right) / x = x_1 \\
\geq ((n - 1) P_n)^{-1} \left( \sum_{i=1}^{n} \rho_i |x_i - \overline{x}| \right)^2 \frac{\partial}{\partial x} \left( \frac{x^N - x_1^N}{x - x_1} \phi(x) \right) / x = x_1 \geq 0
\]

holds, unless one of the following two cases occurs:

1. either \( \overline{x} = x_1 \) or \( \overline{x} = x_n, \)


(2) there exists $k \in \{3, \ldots, n - 2\}$ such that $\bar{x} = x_k$ and $P_j (x_j - x_{j+1}) = 0$, $j = 1, \ldots, k - 1$, $\bar{P}_j (x_j - x_{j-1}) = 0$, $j = k + 1, \ldots, n$.

In these two cases $\sum_{i=1}^n \rho_i \psi_i (x_i) - P_n \psi (\bar{x}) = 0$.

A refinement of Slater-Pečarić inequality in case that $\psi_N$ is $N$-quasiconvex functions uses the same techniques as in Theorem 12 and in the proof of Theorem 13 is as follows:

**Theorem 15.** Under the same conditions as in Theorem 14 on $(\rho_1, \ldots, \rho_n)$, on $(x_1, \ldots, x_n)$ and on $\psi_k (x) = x^k \phi (x)$, $k = 0, 1, \ldots, N$, if $\sum_{i=1}^n \rho_i \psi_i' (x_i) \neq 0$, we define $M_{\psi_N} = \frac{\sum_{i=1}^n \rho_i \psi_i' (x_i)}{\sum_{j=1}^n \rho_j}$. Then,

**Case A:** for $s$ satisfying $x_s \leq M_{\psi_N} \leq x_{s+1}$, $s + 1 \leq n$,

$$
\sum_{i=1}^n \rho_i \psi_i (x_i) - P_n \psi (M_{\psi_N}) \leq - \left( \sum_{j=1}^{s+1} P_j + \sum_{j=s+1}^n \bar{P}_j \right)^{-1} \left( \sum_{j=1}^n \rho_j |x_j - \bar{x}| \right)^2 \frac{\partial}{\partial x} \left( \frac{x^N - x_1^N}{x - x_1} \phi (x) \right) / x = x_1
$$

holds, unless one of the following two cases occurs:

(1) either $\bar{x} = x_1$ or $\bar{x} = x_n$,

(2) there exists $k \in \{3, \ldots, n - 2\}$ such that $\bar{x} = x_k$ and $P_j (x_j - x_{j+1}) = 0$, $j = 1, \ldots, s - 1$, $\bar{P}_j (x_j - x_{j-1}) = 0$, $j = s + 1, \ldots, n$.

In these two cases $\sum_{i=1}^n \rho_i \psi_i (x_i) - P_n \psi (M_{\psi_N}) = 0$.

**Case B:** for $M_{\psi_N} > x_n$,

$$
\sum_{i=1}^n \rho_i \psi_i (x_i) - P_n \psi (M_{\psi_N}) \\
\leq - (nP_n)^{-1} \left( \sum_{i=1}^n \rho_i |x_i - M_{\psi_N}| \right)^2 \frac{\partial}{\partial x} \left( \frac{x^N - x_1^N}{x - x_1} \phi (x) \right) / x = x_1.
$$
Proof (of Theorem 14). The proof follows step by step the proof of [7, Theorem 3]. Here we only replace $\phi^\prime(x_1)$ with $\frac{\partial}{\partial x} \left( \frac{x_i^N - x_{i+1}^N}{x_i - x_{i+1}} \phi(x) \right) / x = x_1$ which is non-negative when $\phi$ is non-negative increasing and convex. Therefore the detailed proof is omitted. □

Proof (of Theorem 15). It was proved in [1] that when $\rho$ is satisfying (1.5), $x$ is increasing, and $\psi_N$ is non-negative increasing and convex and that $\sum_{i=1}^n \rho_i \psi_N'(x_i) > 0$, $\psi_N(x_i) \geq 0$, we get that $x_1 \leq \sum_{i=1}^n \rho_i \psi_N(x_i) = M_{\psi_N}$ holds.

Case A: For $x_1 \leq x_s \leq M_{\psi_N} \leq x_{s+1} \leq x_n$, we use identity (1.6) for $s \in \{1, \ldots, n-1\}$, and as $P_j \geq 0$, $\mathcal{P}_j \geq 0$, $j = 1, \ldots, n$, and $\phi$ is non-negative increasing and convex function, we get that the $N$-quasiconvex function $\psi_N$ satisfies

$$P_n \psi_N(M_{\psi_N}) - \sum_{i=1}^n \rho_i \psi_N(x_i) = \sum_{j=1}^{s-1} P_j (\psi_N(x_{j+1}) - \psi_N(x_j)) + P_s (\psi_N(M_{\psi_N}) - \psi_N(x_s))$$

$$+ \mathcal{P}_{s+1} (\psi_N(M_{\psi_N}) - \psi_N(x_{s+1})) + \sum_{j=s+2}^n \mathcal{P}_j (\psi_N(x_{j-1}) - \psi_N(x_j))$$

$$\geq \left[ \sum_{j=1}^{s-1} P_j \psi_N'(x_j) (x_{j+1} - x_j) + P_s \psi_N'(x_s) (M_{\psi_N} - x_s) + \mathcal{P}_{s+1} \psi_N'(x_{s+1}) (M_{\psi_N} - x_{s+1}) + \sum_{j=s+2}^n \mathcal{P}_j \psi_N'(x_j) (x_{j-1} - x_j) \right]$$

$$+ \left[ \sum_{j=1}^{s-1} P_j (x_{j+1} - x_j)^2 \frac{\partial}{\partial x_j} \left( \frac{x_i^N - x_{i+1}^N}{x_i - x_{i+1}} \phi(x_j) \right) \right.$$

$$+ P_s (M_{\psi_N} - x_s)^2 \frac{\partial}{\partial x_s} \left( x_i^N - M_{\psi_N}^N \phi(x_s) \right)$$

$$+ \mathcal{P}_{s+1} (x_{s+1} - M_{\psi_N})^2 \frac{\partial}{\partial x_{s+1}} \left( \frac{x_i^N - M_{\psi_N}^N}{x_{s+1} - M_{\psi_N}} \phi(x_{s+1}) \right)$$

$$+ \sum_{j=s+2}^n \mathcal{P}_j (x_{j-1} - x_j)^2 \frac{\partial}{\partial x_j} \left( \frac{x_i^N - x_{j-1}^N}{x_j - x_{j-1}} \phi(x_j) \right) \right].$$

It is shown in [2] that under our conditions on $\rho$, the first parenthesis in the right handside of (5.3) for the convex functions $\psi_N$ is non-negative. Then from the $N$-quasiconvexity of $\psi_N$, the convexity of $f(x) = x^2$, we get from (5.3) that

$$P_n \psi_N(M_{\psi_N}) - \sum_{i=1}^n \rho_i \psi_N(x_i) \geq [0] + \sum_{j=1}^{s-1} P_j (x_{j+1} - x_j)^2 \frac{\partial}{\partial x_j} \left( \frac{x_i^N - x_{j+1}^N}{x_j - x_{j+1}} \phi(x_j) \right)$$
\[ +Ps(M_{\psi_N} - x_s)^2 \frac{\partial}{\partial x_s} \left( \frac{x_s^N - M_{\psi_N}^N}{x_s - M_{\psi_N}} \phi(x_s) \right) \]

\[ +\overline{P}_{s+1}(x_{s+1} - M_{\psi_N})^2 \frac{\partial}{\partial x_{s+1}} \left( \frac{x_{s+1}^N - M_{\psi_N}^N}{x_{s+1} - M_{\psi_N}} \phi(x_{s+1}) \right) \]

\[ + \sum_{j=s+2}^{n} \overline{P}_j (x_j - x_{j-1})^2 \frac{\partial}{\partial x_j} \left( \frac{x_j^N - x_{j-1}^N}{x_j - x_{j-1}} \phi(x_j) \right) \]

\[ \geq \left( \sum_{j=1}^{s} P_j + \sum_{j=s+1}^{n} \overline{P}_j \right) \left( \sum_{j=1}^{s} P_j (x_{j+1} - x_j) + Ps(M_{\psi_N} - x_s) \right) \frac{\partial}{\partial x} \left( \frac{x_1^N - x^N}{x_1 - x} \phi(x) \right) / x = x_1 \]

In the same way as in the proof of the Theorem 13, we conclude that

\[ \left( \sum_{j=1}^{s} P_j + \sum_{j=s+1}^{n} \overline{P}_j \right)^{-1} \left( \sum_{i=1}^{n} \rho_i (|x_i - M_{\psi_N}|) \right)^2 \]

\[ \geq ((n - 1)P_n)^{-1} \left( \sum_{i=1}^{n} \rho_i (|x_i - M_{\psi_N}|) \right)^2 \]

holds and hence we get (5.2).

The proof of the special cases (1) and (2) in the theorem are the same as the proofs of the equality cases in Theorem 2 and as proved in [1] and in [2].

Case B for \( M > x_n \) is proved similarly to Case A.

Hence the proof of Theorem 15 is complete. \( \square \)

Theorem 15, besides being a refinement of Slater-Pečarić inequality is also an analog of Theorem 12 which deals with non-negative superquadratic functions.

6. Bounds for differences of “Jensen’s gap” for \( N \)-quasiconvex functions

In this section we state one of many results that can be derived from the previous theorems. First we quote a result from [3] about the difference between two “Jensen’s gaps” \( \sum_{i=1}^{n} \rho_i \psi(x_i) - \psi(\overline{\tau}_p) \) and \( \sum_{i=1}^{n} \rho_i \psi(x_i) - \psi(\overline{\tau}_q) \). Then we present a new theorem with results when \( \psi \) is a \( N \)-quasiconvex function. In particular for a 1-quasiconvex function \( \psi \) the result is interesting.

The proofs in this section like the proofs in [3] employ some of the techniques used in [8].

In [3, Theorem 2] the following is proved:
THEOREM 16. Suppose that \( \psi : I \to \mathbb{R} \), where \( I \) is \([0, a]\) or \([0, \infty)\) is superquadratic. Let \( x_i \in I, \ i = 1, \ldots, n \), \( \bar{x}_p = \sum_{i=1}^{n} p_i x_i, \ p_i \geq 0, \ i = 1, \ldots, n \), \( \sum_{i=1}^{n} p_i = 1 \) and \( \bar{x}_q = \sum_{i=1}^{n} q_i x_i, \ q_i \geq 0, \ i = 1, \ldots, n \), \( \sum_{i=1}^{n} q_i = 1 \). Then, for \( m = \min_{1 \leq i \leq n} \left( \frac{p_i}{q_i} \right) \)

\[
\left( \sum_{i=1}^{n} p_i \psi(x_i) - \psi(\bar{x}_p) \right) - m \left( \sum_{i=1}^{n} q_i \psi(x_i) - \psi(\bar{x}_q) \right) \geq m \psi \left( \sum_{i=1}^{n} (q_i - p_i) x_i \right) + \sum_{i=1}^{n} (p_i - mq_i) \psi \left( x_i - \sum_{j=1}^{n} p_j x_j \right) \tag{6.1}
\]

and for \( M = \max_{1 \leq i \leq n} \left( \frac{p_i}{q_i} \right) \)

\[
\left( \sum_{i=1}^{n} p_i \psi(x_i) - \psi(\bar{x}_p) \right) - M \left( \sum_{i=1}^{n} q_i \psi(x_i) - \psi(\bar{x}_q) \right) \leq - \sum_{i=1}^{n} (Mq_i - p_i) \psi \left( x_i - \sum_{j=1}^{n} q_j x_j \right) - \psi \left( \sum_{i=1}^{n} (p_i - q_i) x_i \right) \tag{6.2}
\]

If the superquadratic function is also nonnegative and therefore is also convex, then (6.1) and (6.2) refine the following theorem by Dragomir in [8]:

THEOREM 17. Under the same conditions on \( p, q, x, \bar{x}_p, \bar{x}_q \), \( m \) and \( M \), as in Theorem 16, if \( \psi \) is convex then

\[
M \left( \sum_{i=1}^{n} q_i \psi(x_i) - \psi(\bar{x}_q) \right) \geq \sum_{i=1}^{n} p_i \psi(x_i) - \psi(\bar{x}_p) \tag{6.3}
\]

\[
\geq m \left( \sum_{i=1}^{n} q_i \psi(x_i) - \psi(\bar{x}_q) \right) .
\]

Now we show another refinement of Theorem 17 this time for \( N \)-quasiconvex function \( \psi_N \).

THEOREM 18. Suppose that \( \psi_N : I \to \mathbb{R} \) where \( I \) is \([a, b]\), \( 0 \leq a, b \leq \infty \), is \( N \)-quasiconvex function, that is \( \psi_N = x^N \varphi(x) \), \( N = 1, 2, \ldots \) where \( \varphi \) is convex on \([a, b]\). Let \( p, q, x, \bar{x}_p, \bar{x}_q \), \( m \) and \( M \) be as in Theorem 16, then

\[
\left( \sum_{i=1}^{n} p_i \psi_N(x_i) - \psi_N(\bar{x}_p) \right) - m \left( \sum_{i=1}^{n} q_i \psi_N(x_i) - \psi_N(\bar{x}_q) \right) \geq \sum_{i=1}^{n} \left( p_i - mq_i \right) \left( x_i - \bar{x}_p \right)^2 \frac{\partial}{\partial x} \left( \frac{x_i^N - \bar{x}_p^N}{x_i - \bar{x}_p} \varphi(\bar{x}_p) \right) + m \left( \bar{x}_q - \bar{x}_p \right)^2 \frac{\partial}{\partial x} \left( \frac{\bar{x}_q^N - \bar{x}_p^N}{\bar{x}_q - \bar{x}_p} \varphi(\bar{x}_p) \right) ,
\]
and
\[
\left( \sum_{i=1}^{n} p_i \psi_N (x_i) - \psi_N (\overline{x}_p) \right) - M \left( \sum_{i=1}^{n} q_i \psi_N (x_i) - \psi_N (\overline{x}_q) \right) \leq \sum_{i=1}^{n} (p_i - M q_i) (x_i - \overline{x}_q)^2 \frac{\partial}{\partial x_q} \left( \frac{\overline{x}_N - \overline{x}_q}{x_i - \overline{x}_q} \phi (\overline{x}_q) \right) - M (\overline{x}_q - \overline{x}_p)^2 \frac{\partial}{\partial \overline{x}_q} \left( \frac{\overline{x}_N - \overline{x}_p}{\overline{x}_q - \overline{x}_p} \phi (\overline{x}_q) \right).
\]

For \( N = 1 \) we get that
\[
\left( \sum_{i=1}^{n} p_i \psi_1 (x_i) - \psi_1 (\overline{x}_p) \right) - m \left( \sum_{i=1}^{n} q_i \psi_1 (x_i) - \psi_1 (\overline{x}_q) \right) \geq \phi' (\overline{x}_p) \left( \left( \sum_{i=1}^{n} p_i x_i^2 - (\overline{x}_p)^2 \right) - m \left( \sum_{i=1}^{n} q_i x_i^2 - (\overline{x}_q)^2 \right) \right),
\]

and
\[
\left( \sum_{i=1}^{n} p_i \psi_1 (x_i) - \psi_1 (\overline{x}_p) \right) - M \left( \sum_{i=1}^{n} q_i \psi_1 (x_i) - \psi_1 (\overline{x}_q) \right) \leq \phi' (\overline{x}_q) \left( \left( \sum_{i=1}^{n} p_i x_i^2 - (\overline{x}_q)^2 \right) - M \left( \sum_{i=1}^{n} q_i x_i^2 - (\overline{x}_q)^2 \right) \right).
\]

In particular if \( \phi \) is also non-negative increasing then (6.4)–(6.7) are refinements of (6.3).

**Proof.** To prove (6.4) we define \( y \) and \( d \) as
\[
y_i = \begin{cases} x_i, & i = 1, \ldots, n \\ \overline{x}_q, & i = n + 1 \end{cases}, \quad d_i = \begin{cases} p_i - m q_i, & i = 1, \ldots, n \\ m, & i = n + 1 \end{cases}.
\]

From (6.8) we get that \( \overline{y} = \sum_{i=1}^{n+1} d_i y_i = \sum_{i=1}^{n} p_i x_i = \overline{x}_p \) Then (2.3) for \( y \) and \( d \) is
\[
\left( \sum_{i=1}^{n} p_i \psi_N (x_i) - \psi_N (\overline{x}_p) \right) - m \left( \sum_{i=1}^{n} q_i \psi_N (x_i) - \psi_N (\overline{x}_q) \right) = \sum_{i=1}^{n} (p_i - m q_i) \psi_N (x_i) + m \psi_N (\overline{x}_q) - \psi_N (\overline{x}_p)
\]
\[
= \sum_{i=1}^{n+1} d_i \psi_N (y_i) - \psi_N (\overline{x}_p) \geq \sum_{i=1}^{n+1} d_i (y_i - \overline{y})^2 \frac{\partial}{\partial y} \left( \frac{\overline{y}^N - y_i^N}{\overline{y} - y_i} \phi (\overline{y}) \right),
\]

which after using again (6.8) is (6.4).
To get (6.5), we choose \( z \) and \( r \) as

\[
\begin{align*}
    z_i &= \begin{cases} 
    x_i, & i = 1, \ldots, n \\
    \overline{x}_p, & i = n + 1 \end{cases}, \\
    r_i &= \begin{cases} 
    q_i - \frac{p_i}{M}, & i = 1, \ldots, n \\
    \frac{1}{M}, & i = n + 1 \end{cases}.
\end{align*}
\]

Then, as \( \sum_{i=1}^{n+1} r_i = 1, \ r_i \geq 0, \ i = 1, \ldots, n + 1 \) and \( \sum_{i=1}^{n+1} r_i z_i = \sum_{i=1}^{n} q_i x_i = \overline{x}_q \), we get that

\[
\begin{align*}
    &\left( \sum_{i=1}^{n} q_i \psi_N (x_i) - \psi_N (\overline{x}_q) \right) - \frac{1}{M} \left( \sum_{i=1}^{n} p_i \psi_N (x_i) - \psi_N (\overline{x}_p) \right) \\
    &= \sum_{i=1}^{n} \left( q_i - \frac{p_i}{M} \right) \psi_N (x_i) + \frac{1}{M} \psi_N (\overline{x}_p) - \psi_N (\overline{x}_q) \\
    &= \sum_{i=1}^{n+1} r_i \psi_N (z_i) - \psi_N \left( \sum_{i=1}^{n+1} r_i z_i \right) \\
    &\geq \sum_{i=1}^{n} \left( q_i - \frac{p_i}{M} \right) (x_i - \overline{x}_q)^2 \frac{\partial}{\partial \overline{x}_q} \left( \frac{\overline{x}_q - x_i}{\overline{x}_q - \overline{x}_p} \phi (\overline{x}_q) \right) \\
    &\quad + \frac{1}{M} (\overline{x}_p - \overline{x}_q)^2 \frac{\partial}{\partial \overline{x}_q} \left( \frac{\overline{x}_q - \overline{x}_p}{\overline{x}_q - \overline{x}_p} \phi (\overline{x}_q) \right),
\end{align*}
\]

which is equivalent to (6.5). □
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RECURSIVELY DEFINED REFINEMENTS OF THE INTEGRAL FORM OF JENSEN’S INEQUALITY

LÁSZLÓ HORVÁTH AND JOSIP PEČARIĆ

(Communicated by C. P. Niculescu)

Abstract. In this paper we establish infinite chains of integral inequalities related to the classical Jensen’s inequality by using special refinements of the discrete Jensen’s inequality. As applications, we introduce and study new integral means (generalized quasi-arithmetic means), and give refinements of the left hand side of Hermite-Hadamard inequality.

1. Introduction

The integral form and the discrete version of Jensen’s inequality provide the starting point for much of the discussion in this paper. They can be stated as follows:

THEOREM A. (classical Jensen’s inequality, see [7]) Let $g$ be an integrable function on a probability space $(X, \mathcal{A}, \mu)$ taking values in an interval $I \subset \mathbb{R}$. Then $\int_X g d\mu$ lies in $I$. If $f$ is a convex function on $I$ such that $f \circ g$ is integrable, then

$$f \left( \int_X g d\mu \right) \leq \int_X f \circ g d\mu.$$ 

THEOREM B. (discrete Jensen’s inequality, see [7]) Let $C$ be a convex subset of a real vector space $V$, and let $f : C \to \mathbb{R}$ be a convex function. If $p_1, \ldots, p_n$ are nonnegative numbers with $\sum_{i=1}^n p_i = 1$, and $v_1, \ldots, v_n \in C$, then

$$f \left( \sum_{i=1}^n p_i v_i \right) \leq \sum_{i=1}^n p_i f(v_i).$$

Jensen obtained his famous inequality in [16]. There is an extensive theory for the study of refinements of the discrete Jensen’s inequality, see [15], but there are only
few papers dealing with refinements of the classical Jensen’s inequality, see Rooin [18], Horváth [9] and Horváth and Pečarić [14]. In this paper we establish infinite chains of integral inequalities related to the classical Jensen’s inequality. The key of our treatment is special refinements of the discrete Jensen’s inequality which have been developed in Horváth [13]. As an immediate application, new infinite refinements of the classical Jensen’s inequality are derived. We essentially follow the approach of Brnetić, Pearce and Pečarić [3], but our treatment is applicable in a more general environment. In Section 3 we consider our results in some interesting special cases. In Section 4 some new integral means (generalized quasi-arithmetic means) are introduced, and their properties are studied. Section 5 is devoted to refinements of the left hand side of Hermite-Hadamard inequality.

2. Preliminaries and the main inequalities

\( \mathbb{N} \) and \( \mathbb{N}_+ \) denote the set of nonnegative and positive integers, respectively. Before proceeding to the results we present some hypotheses, and an inequality from [13] which will be needed.

(H1) Let \( n \in \mathbb{N}_+ \) be fixed, and denote

\[
S_k := \left\{ (i_1, \ldots, i_n) \in \mathbb{N}_+^n \left| \sum_{j=1}^n i_j = n + k - 1 \right. \right\}, \quad k \in \mathbb{N}_+.
\]  

(H2) Let \( (a_j (m))_{m \in \mathbb{N}_+} \), \( 1 \leq j \leq n \)
be strictly increasing sequences such that

\[
\alpha := a_1 (1) = \ldots = a_n (1) > 0.
\]  

(H3) Let \( p_1, \ldots, p_n \) be nonnegative numbers with \( \sum_{j=1}^n p_j = 1 \).

Under the hypotheses (H1) and (H2), define the finite sequences

\[
(u_k (i_1, \ldots, i_n))_{(i_1, \ldots, i_n) \in S_k}, \quad k \in \mathbb{N}_+
\]

recursively by

\[
u_1 (1, \ldots, 1) := \frac{1}{\alpha},
\]

and for every \( (i_1, \ldots, i_n) \in S_{k+1} \) (see (1))

\[
u_{k+1} (i_1, \ldots, i_n) := \sum_{\{l \in \{1, \ldots, n\}| i_l \neq 1\}} \frac{1}{1 + \frac{a_l (i_{l-1})}{a_l (i_l) - a_l (i_{l-1})} + \sum_{j=1, j \neq l}^n \frac{a_j (i_j)}{a_j (i_{j+1}) - a_j (i_j)}}
\times \frac{a_l (i_l - 1)}{a_l (i_l) - a_l (i_l - 1)} u_k (i_1, \ldots, i_{l-1}, i_l - 1, i_{l+1}, \ldots, i_n).
\]

Now we state one of the main results in [13].
THEOREM 1. Assume \((H_1 - H_3)\). Let \(C\) be a convex subset of a real vector space \(X\), and \(\{x_1, \ldots, x_n\}\) be a finite subset of \(C\). If \(f : C \to \mathbb{R}\) is a convex function, then

\[
f \left( \sum_{j=1}^{n} p_j x_j \right) = T_1 \leq \ldots \leq T_k \leq T_{k+1} \leq \ldots \leq \sum_{j=1}^{n} p_j f(x_j),
\]

where for each \(k \in \mathbb{N}_+\)

\[
T_k = T_{k,n}(x_1, \ldots, x_n; p_1, \ldots, p_n; a_1, \ldots, a_n)
\]

\[
:= \sum_{(i_1, \ldots, i_n) \in S_k} u_k(i_1, \ldots, i_n) \left( \sum_{j=1}^{n} a_j(i_j) p_j \right) f \left( \sum_{j=1}^{n} a_j(i_j) p_j x_j \right) \left( \sum_{j=1}^{n} a_j(i_j) p_j \right).
\]

We follow this section by introducing some notations. Let \((X_i, \mathcal{B}_i, \mu_i)\) \((i = 1, \ldots, l)\) be probability spaces for some \(l \in \mathbb{N}_+, \ l \geq 2\). The \(\sigma\)-algebra in \(X^l := X_1 \times \ldots \times X_l\) generated by the projection mappings

\[
pr_i : X_1 \times \ldots \times X_l \to X_i, \quad pr_i(x_1, \ldots, x_l) = x_i \quad (i = 1, \ldots, l)
\]
is denoted by \(\mathcal{B}_l^l\). \(\mu_l^l\) means the product measure on \(\mathcal{B}_l^l\): this is the only measure on \(\mathcal{B}_l^l\) (the measures are \(\sigma\)-finite) which satisfies

\[
\mu_l^l(B_1 \times \ldots \times B_l) = \mu_1(B_1) \ldots \mu_l(B_l), \quad B_i \in \mathcal{B}_i, \quad (i = 1, \ldots, l).
\]
The \(l\)-fold product of the probability space \((X, \mathcal{B}, \mu)\) is denoted by \((X^l, \mathcal{B}^l, \mu^l)\).

The following abbreviations will be used: \(d\mu_l^l(x) := d\mu_l^l(x_1, \ldots, x_l)\) and \(d\mu^l(x) := d\mu^l(x_1, \ldots, x_l)\).

\(\lambda^l\) is always means the Lebesgue measure on the Borel sets of \(\mathbb{R}^l\).

Our first purpose is to obtain an extended and refined version of the classical Jensen’s inequality.

THEOREM 2. Assume \((H_1 - H_3)\). Suppose the following hypotheses are also hold \((H_4)\) Let \((X_i, \mathcal{B}_i, \mu_i)\) \((i = 1, \ldots, n)\) be probability spaces.

\((H_5)\) For each \(i = 1, \ldots, n\), let \(g_i\) be a \(\mu_i\)-integrable function on \(X_i\) taking values in an interval \(I \subset \mathbb{R}\).

\((H_6)\) Let \(f\) be a convex function on \(I\) such that \(f \circ g_i\) is \(\mu_i\)-integrable on \(X_i\) \((i = 1, \ldots, n)\).

Then

\[
f \left( \sum_{i=1}^{n} p_i \int_{X_i} g_i d\mu_i \right) \leq \mathcal{T}_1 \leq \ldots \leq \mathcal{T}_k \leq \mathcal{T}_{k+1} \leq \ldots \leq \sum_{i=1}^{n} p_i \int_{X_i} f \circ g_i d\mu_i,
\]

\((4)\)
where

\[\mathcal{T}_k = \mathcal{T}_{k,n}(f;g_i;\mu_i;p_i;a_i)\]

\[:= \sum_{(i_1,\ldots,i_n) \in S_k} u_k(i_1,\ldots,i_n) \left( \sum_{j=1}^{n} a_j(i_j) p_j \right)\]

\[\times \int_{X_{\mathcal{T}_k,n}} f \left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j g_j(x_j)}{\sum_{j=1}^{n} a_j(i_j) p_j} \right) d\mu_{T_k,n}(x), \quad k \in \mathbb{N}_+. \quad (5)\]

(b) For each \(k \in \mathbb{N}_+\) and all \(t \in [0,1]\)

\[f \left( \sum_{i=1}^{n} p_i \int g_i d\mu_i \right) \leq H_k(0) \leq H_k(t) \leq \mathcal{T}_k, \quad (6)\]

where

\[H_k(t) = H_{k,n}(t;f;g_i;\mu_i;p_i;a_i)\]

\[:= \sum_{(i_1,\ldots,i_n) \in S_k} u_k(i_1,\ldots,i_n) \left( \sum_{j=1}^{n} a_j(i_j) p_j \right)\]

\[\times \int_{X_{\mathcal{T}_k,n}} f \left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j g_j(x_j)}{\sum_{j=1}^{n} a_j(i_j) p_j} + (1-t) \frac{\sum_{j=1}^{n} a_j(i_j) p_j \int g_j d\mu_j}{\sum_{j=1}^{n} a_j(i_j) p_j} \right) d\mu_{T_k,n}(x). \quad (7)\]

REMARK 1. By (H3–H6), the hypotheses of Lemma 2.1 in [8] are all satisfied, and so it yields that all the integrals in (5) and (7) exist and finite.

Assume (H1–H6).

(a) If \(n = 1\), then \(S_k = \{k\}\) and \(u_k(k) = \frac{1}{a_1(k)}\) for all \(k \in \mathbb{N}_+\), and therefore

\[\mathcal{T}_k = \mathcal{T}_1 = \int f \circ g_1 d\mu_1, \quad k \in \mathbb{N}_+, \]

and

\[H_k(t) = H_1(t) = \int_{X_1} f \left( tg_1(x_1) + (1-t) \int g_1 d\mu_1 \right) d\mu_1(x_1), \quad t \in [0,1], \quad k \in \mathbb{N}_+. \]
We can see that for \( n = 1 \) (4) is trivial (the classical Jensen’s inequality), while (6) gives

\[
f \left( \int_{X_1} g_1 d\mu_1 \right) = H_1(0) \leq H_1(t) \leq H_1(1) = \int_{X_1} f \circ g_1 d\mu_1, \quad t \in [0, 1].
\]

(b) Suppose \( n \geq 2 \). Then \( S_1 = \{(1, \ldots, 1)\} \), and hence

\[
T_1 = \int_{X^{n_1}} f \left( \sum_{j=1}^{n} p_j g_j(x_j) \right) d\mu^{T_n}(x),
\]

and

\[
H_1(t) = \int_{X^{n_1}} f \left( t \sum_{j=1}^{n} p_j g_j(x_j) + (1-t) \sum_{j=1}^{n} p_j \int_{X_j} g_j d\mu \right) d\mu^{T_n}(x), \quad t \in [0, 1].
\]

Now we summarize the essential properties of the function \( H_k \) defined in (7).

**Theorem 3.** Assume \((H_1–H_6)\). Then for each \( k \in \mathbb{N}_+ \)

(a) \( H_k \) is convex and increasing.

(b) \[
H_k(0) \geq f \left( \sum_{i=1}^{n} p_i \int_{X_i} g_i d\mu_i \right), \quad H_k(1) = \mathcal{T}_k.
\]

(c) \( H_k \) is continuous on \([0, 1] \).

(d) If \( f \) is continuous, then \( H_k \) is continuous on \([0, 1] \).

It is easy to construct examples which show that \( H_k \) is not continuous at 1 in general.

The following refinements of the classical Jensen’s inequality are immediate consequences of Theorem 2.

**Theorem 4.** Assume \((H_1–H_3)\). The hypotheses \((H_4–H_6)\) are replaced by

\((H_\hat{4})\) Let \((X, \mathcal{B}, \mu)\) be a probability space.

\((H_\hat{5})\) Let \( g \) be a \( \mu \)-integrable function on \( X \) taking values in an interval \( I \subset \mathbb{R} \).

\((H_\hat{6})\) Let \( f \) be a convex function on \( I \) such that \( f \circ g \) is \( \mu \)-integrable on \( X \).

Then

(a) \[
f \left( \int_{X} g d\mu \right) \leq \mathcal{T}_1 \leq \ldots \leq \mathcal{T}_k \leq \mathcal{T}_{k+1} \leq \ldots \leq \int_{X} f \circ g d\mu,
\]
where

\[ \mathcal{S}_k = \mathcal{S}_{k,n}(f;g;\mu;p;a_i) \]
\[ = \sum_{(i_1, \ldots, i_n) \in S_k} u_k(i_1, \ldots, i_n) \left( \sum_{j=1}^{n} a_j(i_j) p_j \right) \]
\[ \times \int_{X^n} f \left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j g(x_j)}{\sum_{j=1}^{n} a_j(i_j) p_j} \right) d\mu^n(x), \quad k \in \mathbb{N}_+. \]

(b) For each \( k \in \mathbb{N}_+ \) and all \( t \in [0,1] \)

\[ f \left( \int_{X} g d\mu \right) = H_k(0) \leq H_k(t) \leq \mathcal{S}_k, \]

where

\[ H_k(t) = H_{k,n}(t;f;g;\mu;p;a_i) \]
\[ = \sum_{(i_1, \ldots, i_n) \in S_k} u_k(i_1, \ldots, i_n) \left( \sum_{j=1}^{n} a_j(i_j) p_j \right) \]
\[ \times \int_{X^n} f \left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j g(x_j)}{\sum_{j=1}^{n} a_j(i_j) p_j} + (1-t) \int_{X} g d\mu \right) d\mu^n(x). \]

3. Results when recursion is explicitly represented

We first recall the following example from [13].

**Example 1.** Assume (H₁) and (H₃). Let \( \alpha > 0, a \geq 0 \) and \( b_j \in \mathbb{R} \ (1 \leq j \leq n) \) such that the numbers \( a + b_j \) are all positive. Define the sequences \( (a_j(m))_{m \in \mathbb{N}_+} \) by

\[ a_j(m) := \alpha \prod_{i=1}^{m-1} \left( 1 + \frac{1}{ai+b_j} \right), \quad m \in \mathbb{N}_+, \quad 1 \leq j \leq n. \] (8)

Then these sequences are strictly increasing and

\[ \alpha = a_1(1) = \ldots = a_n(1) > 0, \]

thus they satisfy (H₂).
In this case it can be proved that for every \( k \in \mathbb{N}_+ \)
\[
    u_k(i_1, \ldots, i_n) = \frac{1}{\alpha} \prod_{j=1}^{k-1} \frac{1}{1 + a(n + j - 1) + \sum_{l=1}^{n} b_l} \prod_{m=1}^{n} (am + b) \nonumber
\]
\[
    \times \frac{(k-1)!}{(i_1-1)! \cdots (i_n-1)!}, \quad (i_1, \ldots, i_n) \in S_k. \quad (9)
\]

As illustrations, we just consider Theorem 4 in two special cases of the previous example.

The first part of the next result can be considered as the integral version of Theorem 1 (a) in [12].

**Corollary 1.** Assume \((H_1), (H_3), \) and \((H_4) - (H_6)\). By choosing \( \alpha = a = 1 \) and \( b_j = 0 \) \( (1 \leq j \leq n) \) in (8), we have

(a)
\[
    f \left( \int_X g d\mu \right) \leq \mathcal{T}_1 \leq \cdots \leq \mathcal{T}_k \leq \mathcal{T}_{k+1} \leq \cdots \leq \int_X f \circ g d\mu,
\]

where
\[
    \mathcal{T}_k = \mathcal{T}_{k,n}(f; g; \mu; p_i)
\]
\[
    = \frac{1}{(n+k-1)_{k-1}} \sum_{(i_1, \ldots, i_n) \in S_k} \left( \sum_{j=1}^{n} i_j p_j \right) \int_{x^n} f \left( \sum_{j=1}^{n} i_j p_j g(x_j) \right) d\mu^n(x), \quad k \in \mathbb{N}_+.
\]

(b) For each \( k \in \mathbb{N}_+ \) and all \( t \in [0, 1] \)
\[
    f \left( \int_X g d\mu \right) = H_k(0) \leq H_k(t) \leq \mathcal{T}_k,
\]

where
\[
    H_k(t) = H_{k,n}(t; f; g; \mu; p_i)
\]
\[
    = \frac{1}{(n+k-1)_{k-1}} \sum_{(i_1, \ldots, i_n) \in S_k} \left( \sum_{j=1}^{n} i_j p_j \right) \int_{x^n} f \left( \sum_{j=1}^{n} i_j p_j g(x_j) \right) t \frac{\sum_{j=1}^{n} i_j p_j}{\sum_{j=1}^{n} i_j p_j} + (1-t) \int_X g d\mu \right) d\mu^n(x).
\]

(c) For each \( k \in \mathbb{N}_+ \)
\[
    \mathcal{T}_{k,n}(f; g; \mu; \frac{1}{n}) \leq \mathcal{T}_{k,n}(f; g; \mu; p_i),
\]
where

\[ T_{k,n}(f;g;\mu; \frac{1}{n}) = \frac{1}{(n+k-2)(n+k-1)} \sum_{(i_1,\ldots,i_n) \in S_{k,n}} \int f \left( \frac{1}{n+k-1} \sum_{j=1}^{n} i_j g(x_j) \right) d\mu^*(x) \]

(d) If \( p_i > 0 \) \( (1 \leq i \leq n) \), then for each \( k \in \mathbb{N}_+ \) and for each \( l \in \mathbb{N}_+ \)

\[ f \left( \int \frac{g d\mu}{\lambda^*} \right) \leq T_k \leq f \circ g d\mu, \]

where

\[ \mathcal{A}_l = \mathcal{A}_{l,n}(f;g;\mu;p_i) \]

\[ := \frac{1}{(n+l-1)(n+l-2)(n+l-3)} \sum_{i_1+\ldots+i_n=l} \left( \sum_{j=1}^{l} i_j p_j \right) \int f \left( \frac{1}{n+l-1} \sum_{j=1}^{l} i_j p_j g(x_j) \right) d\mu^*(x). \]

(e) Suppose \( p_i > 0 \) \( (1 \leq i \leq n) \). Then

\[ \lim_{k \to \infty} T_k = \lim_{l \to \infty} \mathcal{A}_l = n! \int_{E_n} \left( \int h(t_1,\ldots,t_{n-1},x_1,\ldots,x_n) \, d\lambda^{n-1}(t) \right) \, d\mu^n(x), \quad (10) \]

where

\[ E_n := \left\{(t_1,\ldots,t_{n-1}) \in \mathbb{R}^{n-1} \mid \sum_{j=1}^{n-1} t_j \leq 1, \quad t_j \geq 0, \quad j = 1,\ldots,n-1 \right\}, \]

the function \( h \) defined on \( E_n \times X^n \) by

\[ h(t_1,\ldots,t_{n-1},x_1,\ldots,x_n) := \left( \sum_{j=1}^{n} t_j p_j \right) f \left( \frac{1}{n} \sum_{j=1}^{n} t_j p_j g(x_j) \right) \]

with the notation \( t_n := 1 - \sum_{j=1}^{n-1} t_j \).

**Proof.** (a) and (b) come from Theorem 4.
(c) Theorem 1 (b) in [12] can be applied.
(d) According to Proposition 2 in [14], the sequence \( (\mathcal{A}_l)_{l \in \mathbb{N}_+} \) is decreasing and

\[ f \left( \int \frac{g d\mu}{\lambda^*} \right) \leq \mathcal{A}_l \leq f \circ g d\mu, \quad l \in \mathbb{N}_+. \]
Define for all \((x_1, \ldots, x_n) \in X^n\) the expressions

\[
G_{k, n}(x_1, \ldots, x_n) := \frac{1}{n!} \sum_{i_1, \ldots, i_n \in S_k} \left( \sum_{j=1}^{n} i_j p_j \right) f \left( \frac{1}{n!} \sum_{j=1}^{n} i_j p_j g(x_j) \right), \quad k \in \mathbb{N}_+,
\]

and

\[
B_{l, n}(x_1, \ldots, x_n) := \frac{1}{(n+1)!} \sum_{i_1, \ldots, i_n \in S_l} \left( \sum_{j=1}^{n} i_j p_j \right) f \left( \frac{1}{(n+1)!} \sum_{j=1}^{n} i_j p_j g(x_j) \right), \quad l \in \mathbb{N}_+.
\]

Theorem 1 (a) in [12] shows that the sequence

\[
\left( G_{k, n}(x_1, \ldots, x_n) \right)_{k \in \mathbb{N}_+} \tag{11}
\]

is increasing for all \((x_1, \ldots, x_n) \in X^n\). By Example 3 in [10], the sequence

\[
\left( B_{l, n}(x_1, \ldots, x_n) \right)_{l \in \mathbb{N}_+} \tag{12}
\]

is decreasing for all \((x_1, \ldots, x_n) \in X^n\). It follows from Theorem 3 in [12] that

\[
\lim_{k \to \infty} G_{k, n}(x_1, \ldots, x_n) = \lim_{l \to \infty} B_{l, n}(x_1, \ldots, x_n) = \int_{E_n} h(t_1, \ldots, t_{n-1}, x_1, \ldots, x_n) \, d\lambda^{n-1}(t), \quad (x_1, \ldots, x_n) \in X^n. \tag{13}
\]

Putting all this together gives that for each \(k \in \mathbb{N}_+\) and for each \(l \in \mathbb{N}_+\)

\[
G_{k, n}(x_1, \ldots, x_n) \leq B_{l, n}(x_1, \ldots, x_n), \quad (x_1, \ldots, x_n) \in X^n.
\]

By integrating both sides over \(X^n\), we have \(\mathcal{T}_k \leq \mathcal{A}_l\) \((k \in \mathbb{N}_+, l \in \mathbb{N}_+)\).

(e) Assuming that the function \(h\) is \(\lambda^{n-1} \times \mu^n\)-integrable over \(E_n \times X^n\) for the present, the monotonicity properties of the sequences (11) and (12), the limit formula (13), and the Fubini’s theorem imply (10).

The measurability of \(h\) is obvious. To justify the supposed integrability condition, choose a fixed interior point \(a\) of \(I\). Since \(f\) is convex

\[
f(t) \geq f(a) + f'_+(a)(t - a), \quad t \in I,
\]

where \(f'_+(a)\) means the right-hand derivative of \(f\) at \(a\). By using this and the discrete Jensen’s inequality, we have

\[
\left( \sum_{j=1}^{n} t_j p_j \right) f(a) + f'_+(a) \left( \sum_{j=1}^{n} t_j p_j g(x_j) - a \left( \sum_{j=1}^{n} t_j p_j \right) \right)
\]

\[
\leq h(t_1, \ldots, t_{n-1}, x_1, \ldots, x_n) \leq \sum_{j=1}^{n} t_j p_j f(g(x_j)) \tag{14}
\]
for all \((t_1, \ldots, t_{n-1}, x_1, \ldots, x_n) \in E_n \times X^n\). It is enough to prove that the functions on the left hand side and the right hand side of the previous inequalities are \(\lambda_n^{n-1} \times \mu^n\) integrable over \(E_n \times X^n\). We consider only the function on the right hand side of (14), the other case can be handled similarly. In proving this, we may suppose that \(f\) is nonnegative on \(I\), and therefore by the Fubini’s theorem, and then by Lemma 2.1 (a) in [8]

\[
\int_{E_n \times X^n} \left( \sum_{j=1}^{n} t_j p_j f(g(x_j)) \right) d\lambda^{n-1} \times \mu^n(t_1, \ldots, t_{n-1}, x_1, \ldots, x_n)
= \int_{E_n} \left( \int_{X^n} \sum_{j=1}^{n} t_j p_j f(g(x_j)) d\mu^n(x) \right) d\lambda^{n-1}(t)
= \left( \int f \circ g d\mu \right) \left( \int_{E_n} \left( \sum_{j=1}^{n} t_j p_j \right) d\lambda^{n-1}(t) \right) < \infty.
\]

The proof is complete. \(\square\)

REMARK 2. We stress that the sequences \((T_k)_{k \in \mathbb{N}_+}\) and \((A_l)_{l \in \mathbb{N}_+}\), compared in part (d) of the previous result, are generated from such refinements of the discrete Jensen’s inequality which have been obtained by essentially different methods.

Now, the integral variant of Theorem 1 (a) is obtained.

COROLLARY 2. Assume \((H_1), (H_3), (\hat{H}_4-\hat{H}_6)\). By choosing \(\alpha = 1\), \(a = 0\) and \(b_j = \frac{1}{\lambda_j - 1}\) \((1 \leq j \leq n)\), where \(\lambda_j > 1\) \((1 \leq j \leq n)\) in (8), we have with the notation

\[
d(\lambda) := \sum_{j=1}^{n} \frac{1}{\lambda_j - 1}
\]

\[(a)\]

\[f \left( \int_{X} g d\mu \right) \leq \mathcal{T}_1 \leq \cdots \leq \mathcal{T}_k \leq \mathcal{T}_{k+1} \leq \cdots \leq \int_{X} f \circ g d\mu,
\]

where for every \(k \in \mathbb{N}_+\)

\[
\mathcal{T}_k = \mathcal{T}_{k,n}(f; g; \mu; p_i)
= \frac{1}{(d(\lambda) + 1)^{k-1}} \sum_{(i_1, \ldots, i_n) \in S_k} \frac{(k - 1)!}{(i_1 - 1)! \cdots (i_n - 1)!}
\times \prod_{j=1}^{n} \frac{1}{(\lambda_j - 1)^{i_j - 1}} \left( \sum_{j=1}^{n} \lambda_j^{i_j - 1} p_j \right) \int_{X^n} f \left( \sum_{j=1}^{n} \frac{\lambda_j^{i_j - 1} p_j g(x_j)}{\sum_{j=1}^{n} \lambda_j^{i_j - 1} p_j} \right) d\mu^n(x).
\]
(b) For each $k \in \mathbb{N}_+$ and all $t \in [0, 1]$

$$f \left( \int_X g d\mu \right) = H_k(0) \leq H_k(t) \leq \mathcal{J}_k,$$

where

$$H_k(t) = H_{k,n}(t; f; g; \mu; p_i) = \frac{1}{(d(\lambda) + 1)^{k-1}} \sum_{(i_1, \ldots, i_n) \in S_k} \frac{(k-1)!}{(i_1-1)! \cdots (i_n-1)!} \prod_{j=1}^{n} \frac{1}{(\lambda_j - 1)^{j-1}}$$

$$\times \left( \sum_{j=1}^{n} \lambda_j^{i_j-1} p_j \right) \int_{X^n} f \left( \sum_{j=1}^{n} \lambda_j^{i_j-1} p_j \right) \frac{\sum_{j=1}^{n} \lambda_j^{i_j-1} p_j}{\sum_{j=1}^{n} \lambda_j^{i_j-1} p_j} + (1-t) \int_X g d\mu \right) d\mu^n(x).$$

(c)

$$\lim_{k \to \infty} \mathcal{J}_k = \int_X f \circ g d\mu.$$

Proof. We have only to apply Theorem 4 to get (a) and (b).

(c) Let for all $(x_1, \ldots, x_n) \in X^n$

$$D_{k,n}(\lambda; x_1, \ldots, x_n) = \frac{1}{(d(\lambda) + 1)^{k-1}} \sum_{(i_1, \ldots, i_n) \in S_k} \frac{(k-1)!}{(i_1-1)! \cdots (i_n-1)!}$$

$$\times \prod_{j=1}^{n} \frac{1}{(\lambda_j - 1)^{j-1}} \left( \sum_{j=1}^{n} \lambda_j^{i_j-1} p_j \right) f \left( \sum_{j=1}^{n} \lambda_j^{i_j-1} p_j \right).$$

By Theorem 1 (a) in [11], the sequence

$$(D_{k,n}(\lambda; x_1, \ldots, x_n))_{k \in \mathbb{N}_+}$$

is increasing, and by (b) of the same theorem

$$\lim_{k \to \infty} D_{k,n}(\lambda; x_1, \ldots, x_n) = \sum_{j=1}^{n} p_j f(g(x_j)), \quad (x_1, \ldots, x_n) \in X^n.$$

It follows from these facts that

$$\lim_{k \to \infty} \mathcal{J}_k = \lim_{k \to \infty} \int_{X^n} D_{k,n}(\lambda; x_1, \ldots, x_n) d\mu^n(x)$$

$$= \sum_{j=1}^{n} p_j \int_{X^n} f(g(x_j)) \mu^n(x) = \int_X f \circ g d\mu.$$

The proof is now complete.
4. Means generated by the expressions in the new refinements

In this section we introduce some new integral means (generalized quasi-arithmetic means) and study their properties.

DEFINITION 1. Assume (H1–H3) and
(H4) Let \((X_i, \mathcal{B}_i, \mu_i)\) \((i = 1, \ldots, n)\) be probability spaces.
Assume further
(H7) For each \(i = 1, \ldots, n\), let \(g_i\) be a measurable function on \(X_i\) taking values in an interval \(I \subset \mathbb{R}\).
(H8) Let \(\varphi, \psi : I \to \mathbb{R}\) be continuous and strictly monotone functions.
(a) For each \(k \in \mathbb{N}_+\), we define integral means with respect to (5) by

\[
M_{\psi, \varphi}(k) = M_{\psi, \varphi}(g_i; \mu_i; p_i; a_i; k)
:= \varphi^{-1} \left( \sum_{(i_1, \ldots, i_n) \in S_k} u_k(i_1, \ldots, i_n) \times \left( \sum_{j=1}^{n} a_j(i_j) p_j \right) \int_{X^T_n} (\psi \circ \varphi^{-1}) \left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j \varphi(g_j(x_j))}{\sum_{j=1}^{n} a_j(i_j) p_j} \right) d\mu^T_n(x) \right),
\]

if the integrals exist and finite.
(b) For each \(k \in \mathbb{N}_+\) and for all \(t \in [0, 1]\), integral means can be defined with respect to (7) by

\[
M_{\psi, \varphi}(t; k) = M_{\psi, \varphi}(t; g_i; \mu_i; p_i; a_i; k)
:= \varphi^{-1} \left( \sum_{(i_1, \ldots, i_n) \in S_k} u_k(i_1, \ldots, i_n) \left( \sum_{j=1}^{n} a_j(i_j) p_j \right) \int_{X^T_n} (\psi \circ \varphi^{-1}) \right)
\times \left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j \varphi(g_j(x_j))}{\sum_{j=1}^{n} a_j(i_j) p_j} \right) + (1 - t) \left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j \varphi(g_j(x_j))}{\sum_{j=1}^{n} a_j(i_j) p_j} \right) d\mu^T_n(x),
\]

if the integrals exist and finite.

It has been shown in [13] that for any \(j = 1, \ldots, n\)

\[
\sum_{(i_1, \ldots, i_n) \in S_k} u_k(i_1, \ldots, i_n) a_j(i_j) = 1,
\]
and therefore by (H3)

\[ \sum_{(i_1, \ldots, i_n) \in S_k} u_k(i_1, \ldots, i_n) \left( \sum_{j=1}^n a_j(i_j) p_j \right) = 1, \quad k \in \mathbb{N}_+. \tag{18} \]

This implies that

\[ M_{\psi, \phi}(k) \in I \text{ and } M_{\psi, \phi}(t;k) \in I, \quad k \in \mathbb{N}_+, \quad t \in [0,1], \]

that is they really define means.

By Remark 1, if \( \phi \circ g_i \) and \( \psi \circ g_i \) are \( \mu_i \)-integrable on \( X_i \) \( (i = 1, \ldots, n) \), and \( \psi \circ \phi^{-1} \) is either convex or concave, then the integrals in (15) and (16) exist and finite.

The following integral mean is also needed: if (H3–H4) and (H7) are satisfied, and \( \chi : I \to \mathbb{R} \) is a continuous and strictly monotone function, then define

\[ M_{\chi} = M_{\chi}(g; \mu; p_i) := \chi^{-1} \left( \sum_{i=1}^n p_i \int_{X_i} g_i d\mu_i \right), \tag{19} \]

if the integrals exist and finite.

Let \( q, \ g : [a, b] \to \mathbb{R} \) be positive and Lebesgue-integrable functions, and let \( \chi : ]0, \infty[ \to \mathbb{R} \) be a continuous and strictly monotone function. The so called generalized weighted quasi-arithmetic mean of \( g \) with respect to the weight function \( q \)

\[ M_{\chi} = M_{\chi}(g; q) := \chi^{-1} \left( \frac{b}{a} \int_{a}^{b} q(x) \chi(g(x)) dx \right), \tag{20} \]

is a special case of (19), and it contains different remarkable means (for example, weighted arithmetic, harmonic and geometric means). The properties of means (20) are studied intensively, we just mention two papers dealing with integral means: Haluška and Hutnik [6] and Sun, Long and Chu [19].

We continue this section with a discussion on the monotonicity of the introduced means.

**Theorem 5.** Assume \( (H_1–H_4), (H_7–H_8) \), and assume that \( \phi \circ g_i \) and \( \psi \circ g_i \) are \( \mu_i \)-integrable on \( X_i \) \( (i = 1, \ldots, n) \). Then

\[ (a) \]

\[ M_\phi \leq M_{\psi, \phi}(1) \leq \ldots \leq M_{\psi, \phi}(k) \leq \ldots \leq M_\psi, \quad k \in \mathbb{N}_+, \tag{21} \]

and

\[ M_\phi \leq M_{\psi, \phi}(0;k) \leq M_{\psi, \phi}(t;k) \leq M_{\psi, \phi}(k), \quad k \in \mathbb{N}_+, \quad t \in [0,1], \]

if either \( \psi \circ \phi^{-1} \) is convex and \( \psi \) is increasing or \( \psi \circ \phi^{-1} \) is concave and \( \psi \) is decreasing.
(b)\[ M_\varphi \geq M_{\psi, \varphi}(1) \geq \ldots \geq M_{\psi, \varphi}(k) \geq \ldots \geq M_\psi, \quad k \in \mathbb{N}_+, \quad (22) \]

and
\[ M_\varphi \geq M_{\psi, \varphi}(0; k) \geq M_{\psi, \varphi}(t; k) \geq M_{\psi, \varphi}(k), \quad k \in \mathbb{N}_+, \quad t \in [0, 1], \]

if either $\psi \circ \varphi^{-1}$ is convex and $\psi$ is decreasing or $\psi \circ \varphi^{-1}$ is concave and $\psi$ is increasing.

**Proof.** (a) and (b) can be obtained by applications of Theorem 2 to the functions $\psi \circ \varphi^{-1}$ and $\varphi \circ g_i$ ($i = 1, \ldots, n$) ($\varphi(I)$ is an interval), if $\psi \circ \varphi^{-1}$ is convex, and to the functions $-\psi \circ \varphi^{-1}$ and $\varphi \circ g_i$ ($i = 1, \ldots, n$), if $\psi \circ \varphi^{-1}$ is concave, and then upon taking $\psi^{-1}$.

Recently, in [17] by Khuram Ali Khan and Pečarić the inequalities (21) and (22) have been proved for the mean $M_{\psi, \varphi}(1)$. It can be seen that our approach allows us to essentially generalize and extend some of the results from [17].

5. Connections to Hermite-Hadamard inequality

Different refinements of the left hand side of Hermite-Hadamard inequality can be got from Theorem 4.

**Theorem 6.** Assume $(H_1-H_3)$, and let $f$ be a convex function on $[a, b]$. Then

(a)\[ f\left(\frac{a+b}{2}\right) \leq \hat{\mathcal{H}}_1 \leq \ldots \leq \hat{\mathcal{H}}_k \leq \hat{\mathcal{H}}_{k+1} \leq \ldots \leq \frac{1}{b-a} \int_a^b f, \]

where

\[ \hat{\mathcal{H}}_k = \hat{\mathcal{H}}_{k,n}(f; p_1; a_i) = \frac{1}{(b-a)^n} \sum_{(i_1, \ldots, i_n) \in S_k} u_k(i_1, \ldots, i_n) \left( \sum_{j=1}^n a_j(i_j) p_j \right) \]

\[ \times \int_{[a,b]^n} f \left( \frac{\sum_{j=1}^n a_j(i_j) p_j x_j}{\sum_{j=1}^n a_j(i_j) p_j} \right) d\lambda^n(x), \quad k \in \mathbb{N}_+. \]

(b) For each $k \in \mathbb{N}_+$ and all $t \in [0, 1]$

\[ f\left(\frac{a+b}{2}\right) = \hat{H}_k(0) \leq \hat{H}_k(t) = \hat{H}_k(1) = \hat{\mathcal{H}}_k, \]
where
\[ \hat{H}_k(t) = \hat{H}_{k,n}(t; f; p_i; a_i) = \frac{1}{(b-a)^n} \sum_{(i_1, \ldots, i_n) \in S_k} u_k(i_1, \ldots, i_n) \left( \sum_{j=1}^n a_j(i_j) p_j \right) \times \int_{[a,b]^n} f \left( \frac{\sum_{j=1}^n a_j(i_j) p_j x_j}{\sum_{j=1}^n a_j(i_j) p_j} + (1-t) \frac{a+b}{2} \right) d\lambda^n(x). \]

(c) \( \hat{H}_k \) is convex and increasing for each \( k \in \mathbb{N}_+ \). If \( f \) is continuous, then \( \hat{H}_k \) is also continuous.

**Proof.** We can apply Theorem 4 and Theorem 3, when the probability space is \(([a,b], \mathcal{B}, \frac{1}{b-a} \lambda) \) (\( \mathcal{B} \) now means the \( \sigma \)-algebra of Borel sets of \([a,b]\)), \( I := [a,b] \), \( g \) is the identity function on \([a,b]\), and \( f \) is a convex function on \([a,b]\). \( \square \)

The investigation of functions like \( \hat{H}_k \), seems to be due to Dragomir, who has introduced and studied among others the function \( \hat{H}_{1,1} \) in [4]. Many papers deal with similar functions, for example see Abdallah El Farissi [1], Dragomir and Agarwal [5], Yang and Wang [20] and Yang and Tseng [21]. Our result gives a new approach in treating the problem.

### 6. Proofs of the main inequalities

We need the following well known result:

**Lemma 1.** (see [2], 16.1 Lemma) Let \((\Omega, \mathcal{A}, \mu)\) be a measure space. Let \( E \) be a metric space, and \( f : E \times \Omega \to \mathbb{R} \) a function with the properties

(i) \( \omega \to f(x, \omega) \) is \( \mu \)-integrable for each \( x \in E \),

(ii) \( x \to f(x, \omega) \) is continuous at \( x_0 \in E \) for every \( \omega \in \Omega \),

(iii) there is a nonnegative \( \mu \)-integrable function \( h \) on \( \Omega \) such that

\[ |f(x, \omega)| \leq h(\omega), \quad (x, \omega) \in E \times \Omega. \]

Then the function \( \varphi \) defined on \( E \) by

\[ \varphi(x) = \int_{\Omega} f(x, \omega) d\mu(\omega) \]

is continuous at \( x_0 \).

**Proof of Theorem 3.** Fix \( k \in \mathbb{N}_+ \).

(a) Since convexity is invariant under affine maps, the integral is monotonic, and the sum of convex functions is also convex, \( H_k \) is convex on \([0,1]\).
By applying the classical Jensen’s inequality, we get for all \( t \in [0, 1] \) that

\[
H_k(t) \geq \sum_{(i_1, \ldots, i_n) \in S_k} u_k(i_1, \ldots, i_n) \left( \sum_{j=1}^n a_j(i_j) p_j \right) \times f \left( \int_{\chi^*_n} \left( \sum_{j=1}^n \frac{a_j(i_j) p_j g_j(x_j)}{\sum_{j=1}^n a_j(i_j) p_j} \right) d\mu_T^n(x) \right) + (1-t) \left( \sum_{j=1}^n a_j(i_j) p_j \right)
\]

\[
= \sum_{(i_1, \ldots, i_n) \in S_k} u_k(i_1, \ldots, i_n) \left( \sum_{j=1}^n a_j(i_j) p_j \right) f \left( \sum_{j=1}^n \frac{a_j(i_j) p_j g_j(x_j)}{\sum_{j=1}^n a_j(i_j) p_j} \right)
\]

\[
= H_k(0).
\]

(23)

Suppose \( 0 \leq t_1 < t_2 \leq 1 \). The convexity of \( H_k \), and \( H_k(t) \geq H_k(0) \) \( (t \in [0,1]) \) mean that

\[
\frac{H_k(t_2) - H_k(t_1)}{t_2 - t_1} \geq \frac{H_k(t_2) - H_k(0)}{t_2} \geq 0,
\]

and thus

\[
H_k(t_2) \geq H_k(t_1).
\]

(b) When (18) is combined with (23) and with the discrete Jensen’s inequality, it follows that

\[
H_k(0) \geq f \left( \sum_{(i_1, \ldots, i_n) \in S_k} u_k(i_1, \ldots, i_n) \left( \sum_{j=1}^n a_j(i_j) p_j \int_{\chi_j} g_j d\mu_j \right) \right)
\]

\[
= f \left( \sum_{j=1}^n p_j \int_{\chi_j} g_j d\mu_j \left( \sum_{(i_1, \ldots, i_n) \in S_k} u_k(i_1, \ldots, i_n) a_j(i_j) \right) \right) = f \left( \sum_{j=1}^n p_j \int_{\chi_j} g_j d\mu_j \right).
\]

\[
H_k(1) = \mathcal{T}_k \text{ is obvious.}
\]

(c) It follows from (a).

(d) It remains only to show that \( H_k \) is continuous at 1. We check the conditions of Lemma 1.

(i) See Remark 1.
(ii) Since \( f \) is continuous, the function
\[
t \to f \left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j g_j(x_j)}{\sum_{j=1}^{n} a_j(i_j) p_j} + (1-t) \frac{\sum_{j=1}^{n} a_j(i_j) \int g_j d\mu_j}{\sum_{j=1}^{n} a_j(i_j) p_j} \right)
\]
is continuous at 1 for every \( x \in X^T_n \).

(iii) By applying the discrete Jensen’s inequality, we have
\[
\left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j g_j(x_j)}{\sum_{j=1}^{n} a_j(i_j) p_j} + (1-t) \frac{\sum_{j=1}^{n} a_j(i_j) \int g_j d\mu_j}{\sum_{j=1}^{n} a_j(i_j) p_j} \right) \leq t f \left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j g_j(x_j)}{\sum_{j=1}^{n} a_j(i_j) p_j} \right) + (1-t) f \left( \frac{\sum_{j=1}^{n} a_j(i_j) \int g_j d\mu_j}{\sum_{j=1}^{n} a_j(i_j) p_j} \right)
\]
for all \( t \in [0, 1] \) and \( x \in X^T_n \).

Choose a fixed interior point \( a \) of \( I \). Since \( f \) is convex
\[
f(t) \geq f(a) + f'_+(a) (z-a), \quad z \in I,
\]
where \( f'_+(a) \) means the right-hand derivative of \( f \) at \( a \). It follows from this that
\[
\left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j g_j(x_j)}{\sum_{j=1}^{n} a_j(i_j) p_j} + (1-t) \frac{\sum_{j=1}^{n} a_j(i_j) \int g_j d\mu_j}{\sum_{j=1}^{n} a_j(i_j) p_j} \right) \geq f(a) + f'_+(a) \left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j g_j(x_j)}{\sum_{j=1}^{n} a_j(i_j) p_j} + (1-t) \frac{\sum_{j=1}^{n} a_j(i_j) \int g_j d\mu_j}{\sum_{j=1}^{n} a_j(i_j) p_j} - a \right)
\]
\[
\min \left( f(a) + f'_+(a) \left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j g_j(x_j)}{\sum_{j=1}^{n} a_j(i_j) p_j} - a \right) \right)
\times f(a) + f'_+(a) \left( \frac{\sum_{j=1}^{n} a_j(i_j) p_j \int g_j d\mu_j}{\sum_{j=1}^{n} a_j(i_j) p_j} - a \right)
\]
for all \( t \in [0,1] \) and \( x \in X^n_T \).

The result now follows from Lemma 1.

The proof is complete. \( \square \)

**Proof of Theorem 2.** (a) Since \( S_1 = \{(1,\ldots,1)\} \), (3), (2) and \( (H_3) \) give that

\[
\mathcal{T}_1 = \int_{X^n_T} f \left( \sum_{j=1}^{n} p_j g_j(x_j) \right) d\mu_T^n(x).
\]

From the classical Jensen’s inequality we therefore have

\[
\mathcal{T}_1 \geq f \left( \int_{X^n_T} \sum_{j=1}^{n} p_j g_j(x_j) d\mu_T^n(x) \right) = f \left( \sum_{i=1}^{n} p_i \int g_i d\mu_i \right).
\]

According to Theorem 1

\[
T_{k,n}(g(x_1),\ldots,g(x_n); p_1,\ldots,p_n; a_1,\ldots,a_n) = T_{k+1,n}(g(x_1),\ldots,g(x_n); p_1,\ldots,p_n; a_1,\ldots,a_n), \quad k \in \mathbb{N}_+
\]

for all fixed \( (x_1,\ldots,x_n) \in X^n_T \), and hence

\[
\mathcal{T}_k \leq \mathcal{T}_{k+1}, \quad k \in \mathbb{N}_+.
\]

Finally, it follows from the discrete Jensen’s inequality that

\[
\mathcal{T}_k \leq \sum_{(i_1,\ldots,i_n) \in S_k} u_k(i_1,\ldots,i_n) \int_{X^n_T} \sum_{j=1}^{n} a_j(i_j) p_j f(g_j(x_j)) d\mu_T^n(x)
\]

\[
= \sum_{(i_1,\ldots,i_n) \in S_k} u_k(i_1,\ldots,i_n) \sum_{j=1}^{n} a_j(i_j) p_j \int_{X_j} f \circ g_j d\mu_j
\]

\[
= \sum_{j=1}^{n} \left( \sum_{(i_1,\ldots,i_n) \in S_k} u_k(i_1,\ldots,i_n) a_j(i_j) \right) p_j \int_{X_j} f \circ g_j d\mu_j. \tag{24}
\]
This and (17) imply that
\[ T_k \leq \sum_{j=1}^{n} p_j \int_{\chi_j} f \circ g_j d\mu_j, \quad k \in \mathbb{N}_+. \]

(b) Apply Theorem 3 (b).

The proof is complete. \(\square\)

Acknowledgements. The research of the 1st author has been supported by Hungarian National Foundations for Scientific Research Grant No. K120186. The research of the 2nd author has been fully supported by Croatian Science Foundation under the project 5435.

REFERENCES


Received February 6, 2016

László Horváth
Department of Mathematics, University of Pannonia
Egyetem u. 10, 8200 Veszprém, Hungary
e-mail: lhorvath@almos.uni-pannon.hu

Josip Pečarić
Faculty of Textile Technology, University of Zagreb
Pierottijeva 6, 10000 Zagreb, Croatia
e-mail: pecaric@mahazu.hazu.hr
GENERALIZATION OF POPOVICIU TYPE INEQUALITIES VIA GREEN’S FUNCTION AND FINK’S IDENTITY

RAVI P. AGARWAL, SAAD IHSAN BUTT, JOSIP PEČARIĆ AND ANA VUKELIĆ

Abstract. We obtain some useful identities via Green’s function and Fink’s identity, and apply them to generalize the known Popoviciu’s inequality for convex functions to higher order convex functions. Then we investigate the bounds for the identities related to the generalization of the Popoviciu inequality by using inequalities for the Čebyšev functional. Some results relating to the Grüss and Ostrowski type inequalities are also obtained. Finally, we construct new families of exponentially convex functions and Cauchy-type means by exploring at linear functionals associated with the obtained inequalities.

1. Introduction

Many areas in modern analysis directly or indirectly involve the applications of convex functions; further, convex functions are closely related to the theory of inequalities and many important inequalities are consequences of the applications of convex functions (see [10]). Divided differences are found to be very helpful when we are dealing with functions having different degrees of smoothness. The following definition of divided difference is given in [10, p. 14].

DEFINITION 1. The $n$th-order divided difference of a function $f : [a, b] \to \mathbb{R}$ at mutually distinct points $x_0, \ldots, x_n \in [a, b]$ is defined recursively by

$$
[x_i; f] = f(x_i), \quad i = 0, \ldots, n,
$$

$$
[x_0, \ldots, x_n; f] = \frac{[x_1, \ldots, x_n; f] - [x_0, \ldots, x_{n-1}; f]}{x_n - x_0}.
$$

(1)

It is easy to see that (1) is equivalent to

$$
[x_0, \ldots, x_n; f] = \sum_{i=0}^{n} \frac{f(x_i)}{q'(x_i)}, \quad \text{where} \quad q(x) = \prod_{j=0}^{n} (x - x_j).
$$

The following definition of a real valued convex function is characterized by $n$th-order divided difference (see [10, p. 15]).
DEFINITION 2. A function $f : [a,b] \to \mathbb{R}$ is said to be $n$-convex ($n \geq 0$) if and only if for all choices of $(n+1)$ distinct points $x_0, \ldots, x_n \in [a,b]$, $[x_0, \ldots, x_n; f] \geq 0$ holds.

If this inequality is reversed, then $f$ is said to be $n$-concave. If the inequality is strict, then $f$ is said to be a strictly $n$-convex ($n$-concave) function.

REMARK 1. Note that $0$-convex functions are non-negative functions, $1$-convex functions are increasing functions, and $2$-convex functions are simply the convex functions.

The following theorem gives an important criteria to examine the $n$-convexity of a function $f$ (see [10, p. 16]).

**THEOREM 1.** If $f^{(n)}$ exists, then $f$ is $n$-convex if and only if $f^{(n)}(x) \geq 0$.

In 1965, T. Popoviciu introduced a characterization of convex functions [11]. The inequality of Popoviciu as given by Vasić and Stanković in [12] can be written in the following form (see [10, p. 173]):

**THEOREM 2.** Let $m, k \in \mathbb{N}$, $m \geq 3$, $2 \leq k \leq m-1$, $[\alpha, \beta] \subset \mathbb{R}$, $x = (x_1, \ldots, x_m) \in [\alpha, \beta]^m$, $p = (p_1, \ldots, p_m)$ be a positive $m$-tuple such that $\sum_{i=1}^{m} p_i = 1$. Also let $f : [\alpha, \beta] \to \mathbb{R}$ be a convex function. Then

$$p_{k,m}(x,p;f) \leq \frac{m-k}{m-1} p_{1,m}(x,p;f) + \frac{k-1}{m-1} p_{m,m}(x,p;f),$$

where

$$p_{k,m}(x,p;f) = p_{k,m}(x,p;f(x)) : = \frac{1}{C_{m-1}^{k-1}} \sum_{1 \leq i_1 < \ldots < i_k \leq m} \left( \sum_{j=1}^{k} p_{ij} \right) f \left( \sum_{j=1}^{k} \frac{p_{ij} x_{ij}}{\sum_{j=1}^{k} p_{ij}} \right)$$

is the linear functional with respect to $f$.

In what follows in inequality (2), we will write

$$\Upsilon(x,p;f) : = \frac{m-k}{m-1} p_{1,m}(x,p;f) + \frac{k-1}{m-1} p_{m,m}(x,p;f) - p_{k,m}(x,p;f).$$

**REMARK 2.** It is important to note that under the assumptions of Theorem 2, if the function $f$ is convex then $\Upsilon(x,p;f) \geq 0$, and $\Upsilon(x,p;f) = 0$ for $f(x) = x$ or when $f$ is a constant function.

Consider the Green function $G : [\alpha, \beta] \times [\alpha, \beta] \to \mathbb{R}$ defined as

$$G(t,s) = \begin{cases} \frac{(t-\beta)(s-\alpha)}{\beta-\alpha}, & \alpha \leq s \leq t; \\ \frac{(s-\beta)(t-\alpha)}{\beta-\alpha}, & t \leq s \leq \beta. \end{cases}$$
The function $G$ is convex and continuous w.r.t $s$ and due to symmetry also w.r.t $t$.

For any function $\lambda : [\alpha, \beta] \to \mathbb{R}$, $\lambda \in C^2([\alpha, \beta])$, we have

$$\lambda(x) = \frac{\beta - x}{\beta - \alpha} \lambda(\alpha) + \frac{x - \alpha}{\beta - \alpha} \lambda(\beta) + \int_{\alpha}^{\beta} G(x, s) \lambda''(s) ds,$$

(5)

where the function $G$ is defined in (4) (see [13]).

In the present paper, we use A. M. Fink’s identity and prove many interesting results. The following theorem is proved by A. M. Fink in [6].

**Theorem 3.** Let $a, b \in \mathbb{R}$, $\lambda : [a, b] \to \mathbb{R}$, $n \geq 1$ and $\lambda^{(n-1)}$ is absolutely continuous on $[a, b]$. Then

$$\lambda(x) = \frac{n}{b - a} \int_{a}^{b} \lambda(t) dt$$
$$- \sum_{w=1}^{n-1} \left( \frac{n - w}{w!} \right) \left( \frac{\lambda^{(w-1)}(a)(x-a)^{w} - \lambda^{(w-1)}(b)(x-b)^{w}}{b - a} \right)$$
$$+ \frac{1}{(n-1)! (b - a)} \int_{a}^{b} (x-t)^{n-1} w_{[a,b]}(t, x) \lambda^{(n)}(t) dt,$$

(6)

where

$$w_{[a,b]}(t, x) = \begin{cases} 
  t - a, & a \leq t \leq x \leq b, \\
  t - b, & a \leq x < t \leq b.
\end{cases}$$

(7)

The organization of the paper is as follows: In Section 2, we use Fink’s identity and the $n$-convexity of the function $\lambda$ to establish a generalization of Popoviciu’s inequality. In Section 3, we present some interesting results by employing Čebyšev functional and Grüss-type inequalities, also results relating to the Ostrowski-type inequality. At the end we study the functional defined as the difference between the R.H.S. and the L.H.S. of the generalized inequality. Here our objective is to investigate the properties of the functional, such as $n$-exponential and logarithmic convexity.

**2. Generalization of Popoviciu’s inequality for $n$-convex functions via Green function and A. M. Fink’s identity**

Motivated by the identity (3), we use (5) and Fink’s identity to prove the following generalized identity.

**Theorem 4.** Let $\lambda : [\alpha, \beta] \to \mathbb{R}$ be such that for $n \geq 3$, $\lambda^{(n-1)}$ is absolutely continuous and let $m, k \in \mathbb{N}$, $m \geq 3$, $2 \leq k \leq m - 1$, $[\alpha, \beta] \subset \mathbb{R}$, $x = (x_1, \ldots, x_m) \in [\alpha, \beta]^m$, $p = (p_1, \ldots, p_m)$ be a real $m$-tuple such that $\sum_{j=1}^{k} p_{ij} \neq 0$ for any $1 \leq i_1 < \ldots < i_k \leq m$ and $\sum_{i=1}^{m} p_i = 1$. Also let $\frac{\sum_{j=1}^{k} p_{ij} x_{ij}}{\sum_{j=1}^{k} p_{ij}} \in [\alpha, \beta]$ for any $1 \leq i_1 < \ldots < i_k \leq m$ with $G$ and
Differentiating \(^{(6)}\), twice with respect variable

\[ \left( w^{[\alpha, \beta]}(t, x) \right) \] be the same as defined in \((4)\) and \((7)\) respectively. Then we have the following identity:

\[
\gamma(x, p; \lambda(x)) = (n-2) \left( \frac{\lambda'(\beta) - \lambda'(\alpha)}{\beta - \alpha} \right) \int_{\alpha}^{\beta} \gamma(x, p; G(x, s)) ds + \frac{1}{(\beta - \alpha)} \int_{\alpha}^{\beta} \gamma(x, p; G(x, s)) ds
\]

\[
\times \left( \sum_{w=1}^{n-3} \frac{n-2-w}{w!} \right) \left( \frac{\lambda^{(w)}(\beta)(s-\beta)^w - \lambda^{(w)}(\alpha)(s-\alpha)^w}{\beta - \alpha} \right) ds
\]

\[
+ \frac{1}{(n-3)! (\beta - \alpha)} \int_{\alpha}^{\beta} \lambda^{(n)}(t) \left( \int_{\alpha}^{\beta} \gamma(x, p; G(x, s))(s-t)^{n-3} w^{[\alpha, \beta]}(t, s) ds \right) dt.
\]

\[(8)\]

**Proof.** Using \((5)\) in \((3)\) and following the linearity of \(\gamma(x, p; \lambda(x))\), we have

\[
\gamma(x, p; \lambda(s)) = \int_{\alpha}^{\beta} \gamma(x, p; G(x, s)) \lambda''(s) ds.
\]

\[(9)\]

Differentiating \((6)\), twice with respect variable \(s\), we get

\[
\lambda''(s) = \sum_{w=0}^{n-3} \left( \frac{n-2-w}{w!} \right) \left( \frac{\lambda^{(w+1)}(\beta)(s-\beta)^w - \lambda^{(w+1)}(\alpha)(s-\alpha)^w}{\beta - \alpha} \right)
\]

\[
+ \frac{1}{(n-3)! (\beta - \alpha)} \int_{\alpha}^{\beta} (s-t)^{n-3} w^{[\alpha, \beta]}(t, s) \lambda^{(n)}(t) dt
\]

\[
= \sum_{w=1}^{n-2} \left( \frac{n-1-w}{(w-1)!} \right) \left( \frac{\lambda^{(w)}(\beta)(s-\beta)^{w-1} - \lambda^{(w)}(\alpha)(s-\alpha)^{w-1}}{\beta - \alpha} \right)
\]

\[
+ \frac{1}{(n-3)! (\beta - \alpha)} \int_{\alpha}^{\beta} (s-t)^{n-3} w^{[\alpha, \beta]}(t, s) \lambda^{(n)}(t) dt
\]

\[
= (n-2) \left( \frac{\lambda'(\beta) - \lambda'(\alpha)}{\beta - \alpha} \right)
\]

\[
+ \sum_{w=2}^{n-2} \left( \frac{n-1-w}{(w-1)!} \right) \left( \frac{\lambda^{(w)}(\beta)(s-\beta)^{w-1} - \lambda^{(w)}(\alpha)(s-\alpha)^{w-1}}{\beta - \alpha} \right)
\]

\[
+ \frac{1}{(n-3)! (\beta - \alpha)} \int_{\alpha}^{\beta} (s-t)^{n-3} w^{[\alpha, \beta]}(t, s) \lambda^{(n)}(t) dt.
\]

\[(10)\]

Using \((10)\) in \((9)\) and applying Fubini’s Theorem in the last term we get \((8)\).
Alternatively, we use formula (6) for the function $\lambda''$ and replace $n$ by $n - 2$ ($n \geq 3$), to get

$$
\lambda''(s) = (n - 2) \left( \frac{\lambda^{(1)}(\beta) - \lambda^{(1)}(\alpha)}{\beta - \alpha} \right) + \sum_{w=1}^{n-3} \left( \frac{n - 2 - w}{w!} \right) \left( \frac{\lambda^{(w+1)}(\beta)(s - \beta)^w - \lambda^{(w+1)}(\alpha)(s - \alpha)^w}{\beta - \alpha} \right)
$$

$$
+ \frac{1}{(n - 3)! (\beta - \alpha)} \int_\alpha^\beta (s-t)^{n-3} w^{[\alpha,\beta]} (t,s) \lambda^{(n)}(t) \, dt
$$

(11)

$$
= (n - 2) \left( \frac{\lambda^{(1)}(\beta) - \lambda^{(1)}(\alpha)}{\beta - \alpha} \right) + \sum_{w=2}^{n-2} \left( \frac{n - 1 - w}{(w-1)!} \right) \left( \frac{\lambda^{(w)}(\beta)(s - \beta)^{w-1} - \lambda^{(w)}(\alpha)(s - \alpha)^{w-1}}{\beta - \alpha} \right)
$$

$$
+ \frac{1}{(n - 3)! (\beta - \alpha)} \int_\alpha^\beta (s-t)^{n-3} w^{[\alpha,\beta]} (t,s) \lambda^{(n)}(t) \, dt.
$$

Now using (11) in (9) and applying Fubini’s Theorem in the last term we get (8). □

The following theorem gives a generalization of Popoviciu’s inequality for $n$-convex functions.

**Theorem 5.** Let all the assumptions of Theorem 4 be satisfied and let for $n \geq 3$

$$
\int_\alpha^\beta \Upsilon(x,p;G(x,s))(s-t)^{n-3} w^{[\alpha,\beta]} (t,s) \, ds \geq 0, \ t \in [\alpha,\beta].
$$

(12)

If $\lambda$ is $n$-convex function such that $\lambda^{(n-1)}$ is absolutely continuous, then we have

$$
\Upsilon(x,p;\lambda(x)) \geq (n - 2) \left( \frac{\lambda^{(1)}(\beta) - \lambda^{(1)}(\alpha)}{\beta - \alpha} \right) \int_\alpha^\beta \Upsilon(x,p;G(x,s)) \, ds + \frac{1}{(\beta - \alpha)} \int_\alpha^\beta \Upsilon(x,p;G(x,s)) \, ds.
$$

(13)

**Proof.** Since $\lambda^{(n-1)}$ is absolutely continuous on $[\alpha,\beta]$, $\lambda^{(n)}$ exists almost everywhere. As $\lambda$ is $n$-convex, applying Theorem 1, we have, $\lambda^{(n)} \geq 0$ for all $x \in [\alpha,\beta]$. Hence we can apply Theorem 4 to obtain (13). □

Now we obtain a generalization of Popoviciu’s inequality for $m$-tuples.

**Theorem 6.** Let in addition to the assumptions of Theorem 4, $p = (p_1,\ldots,p_m)$ be a positive $m$-tuple such that $\sum_{i=1}^m p_i = 1$, and $\lambda : [\alpha,\beta] \to \mathbb{R}$ be an $n$-convex function.
(i) If \( n \) is even and \( n > 3 \), then (13) holds.

(ii) Let the inequality (13) be satisfied and
\[
\sum_{w=0}^{n-3} \left( \frac{n-2-w}{w!} \right) \left( \lambda^{(w+1)}(\beta)(s-\beta)^w - \lambda^{(w+1)}(\alpha)(s-\alpha)^w \right) \geq 0.
\] (14)

Then we have
\[
\Upsilon(x, p; \lambda(x)) \geq 0.
\] (15)

**Proof.**

(i) Since Green’s function \( G(x,s) \) is convex and the weights are positive.

So \( \Upsilon(x, p; G(x,s)) \geq 0 \) by virtue of Remark 2. Also, since
\[
\vartheta(s) := (s-t)^{n-3} w_{[\alpha,\beta]}(t,s) = \begin{cases} (s-t)^{n-3} (t-\alpha), & \alpha \leq t \leq s \leq \beta, \\ (s-t)^{n-3} (t-\beta), & \alpha \leq s < t \leq \beta, \end{cases}
\]

\( \vartheta \) is positive for even \( n \), where \( n > 3 \). So, (12) holds for even \( n \). Now following Theorem 5, we can obtain (13).

(ii) Using (14) in (13), we get (15). \( \square \)

### 3. Bounds for identities related to generalization of Popoviciu’s inequality

In this section we present some interesting results by using Čebyšev functional and Grüss type inequalities. For two Lebesgue integrable functions \( f, h : [\alpha, \beta] \rightarrow \mathbb{R} \), we consider the Čebyšev functional
\[
\Delta(f, h) = \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} f(t)h(t)dt - \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} f(t)dt \cdot \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} h(t)dt.
\]

The following Grüss type inequalities are given in [5].

**Theorem 7.** Let \( f : [\alpha, \beta] \rightarrow \mathbb{R} \) be a Lebesgue integrable function and \( h : [\alpha, \beta] \rightarrow \mathbb{R} \) be an absolutely continuous function with \((.-\alpha)(\beta.-.)[h']^2 \in L[\alpha,\beta]\). Then we have the inequality
\[
|\Delta(f, h)| \leq \frac{1}{\sqrt{2}} |\Delta(f, f)|^{\frac{1}{2}} \frac{1}{\beta - \alpha} \left( \int_{\alpha}^{\beta} (x-\alpha)(\beta-x)[h'(x)]^2dx \right)^{\frac{1}{2}}.
\] (16)

The constant \( \frac{1}{\sqrt{2}} \) in (16) is the best possible.
Theorem 8. Assume that \( h : [\alpha, \beta] \to \mathbb{R} \) is monotonic nondecreasing on \([\alpha, \beta]\) and \( f : [\alpha, \beta] \to \mathbb{R} \) be an absolutely continuous with \( f' \in L_\infty[\alpha, \beta] \). Then we have the inequality
\[
|\Delta(f, h)| \leq \frac{1}{2(\beta - \alpha)} ||f'||_\infty \int_{\alpha}^{\beta} (x - \alpha)(\beta - x)dh(x). \tag{17}
\]
The constant \( \frac{1}{2} \) in (17) is the best possible.

In the sequel, we consider above theorems to derive generalizations of the results proved in the previous section. In what follows we let
\[
\mathcal{D}(t) = \int_{\alpha}^{\beta} \mathcal{Y}(x, p; G(x, s))(s - t)^{n-3} w^{[\alpha,\beta]}(t, s)ds \geq 0, \, t \in [\alpha, \beta]. \tag{18}
\]

Theorem 9. Let \( \lambda : [\alpha, \beta] \to \mathbb{R} \) be such that for \( n \geq 3 \), \( \lambda^{(n)} \) is absolutely continuous with \((.-\alpha)(\beta.-)[\lambda^{(n+1)}]^{2} \in L[\alpha, \beta]\). Let \( m, k, \in \mathbb{N}, m \geq 3, 2 \leq k \leq m - 1, [\alpha, \beta] \subset \mathbb{R}, x = (x_{1}, \ldots, x_{m}) \in [\alpha, \beta]^{m}, p = (p_{1}, \ldots, p_{m}) \) be a real \( m \)-tuple such that
\[
\sum_{j=1}^{k} p_{ij} \neq 0 \text{ for any } 1 \leq i_{1} < \ldots < i_{k} \leq m \text{ and } \sum_{i=1}^{m} p_{i} = 1. \text{ Also let } \frac{\sum_{j=1}^{k} p_{ij} x_{ij}}{\sum_{j=1}^{k} p_{ij}} \in [\alpha, \beta]
\]
for any \( 1 \leq i_{1} < \ldots < i_{k} \leq m \) with \( \mathcal{D} \) defined in (18). Then the remainder \( \mathcal{R}_{n}(\alpha, \beta; \lambda) \) given in the following identity
\[
\mathcal{Y}(x, p; \lambda(x)) = \int_{\alpha}^{\beta} \mathcal{Y}(x, p; G(x, s)) \times \sum_{w=0}^{n-3} \binom{n-2-w}{w} \left( \frac{\lambda^{(w+1)}(\beta)(s-\beta)^{w} - \lambda^{(w+1)}(\alpha)(s-\alpha)^{w}}{\beta - \alpha} \right) ds + \frac{\lambda^{(n-1)}(\beta) - \lambda^{(n-1)}(\alpha)}{(\beta - \alpha)^{2}(n-3)!} \int_{\alpha}^{\beta} \mathcal{D}(t)dt + \mathcal{R}_{n}(\alpha, \beta; \lambda), \tag{19}
\]
satisfies the bound
\[
|\mathcal{R}_{n}(\alpha, \beta; \lambda)| \leq \frac{1}{\sqrt{2(n-3)!}} ||\mathcal{D}(\alpha, \beta)||_{\infty} \frac{1}{\sqrt{\beta - \alpha}} \int_{\alpha}^{\beta} (t - \alpha)(\beta - t)[\lambda^{(n+1)}(t)]^{2}dt \leq \frac{1}{2}. \]

Proof. The proof is the direct application of Theorem 7 by making substitutions \( f \to \mathcal{D} \) and \( h \to \lambda^{(n)} \). \( \square \)

The following Grüss type inequalities can be obtained by using Theorem 8.

Theorem 10. Let \( \lambda : [\alpha, \beta] \to \mathbb{R} \) be such that for \( n \geq 3, \lambda^{(n)} \) is absolutely continuous and let \( \lambda^{(n+1)} \geq 0 \) on \([\alpha, \beta]\) with \( \mathcal{D} \) defined in (18). Then in the representation (19) the remainder \( \mathcal{R}_{n}(\alpha, \beta; \lambda) \) satisfies the estimate
\[
|\mathcal{R}_{n}(\alpha, \beta; \lambda)| \leq \frac{||\mathcal{D}'||_{\infty}}{(n-3)!} \left[ \frac{\lambda^{(n-1)}(\beta) + \lambda^{(n-1)}(\alpha)}{2} - \frac{\lambda^{(n-2)}(\beta) - \lambda^{(n-2)}(\alpha)}{\beta - \alpha} \right].
\]
Proof. Applying Theorem 8 for \( f \to O \) and \( h \to \lambda^{(n)} \) and following the steps of Theorem 3.4 in [3] (see also [4]), we get above result. \( \square \)

Next we present an Ostrowski type inequality related to generalizations of Popovićiu’s inequality.

**Theorem 11.** Suppose all the assumptions of Theorem 4 be satisfied. Moreover, assume that \((p, q)\) is a pair of conjugate exponents, that is \( p, q \in [1, \infty] \) such that \( 1/p + 1/q = 1 \). Let \( |\lambda^{(n)}|^{p_0} : [\alpha, \beta] \to \mathbb{R} \) be a \( R \)-integrable function for some \( n \geq 3 \). Then, we have

\[
\left| \Upsilon(x, p; \lambda(x)) - \int_{\alpha}^{\beta} \Upsilon(x, p; G(x, s)) \right| \\
\times \sum_{w=0}^{n-3} \frac{(n-2-w)}{w!} \left( \frac{\lambda^{(w+1)}(\beta)(s-\beta)^w - \lambda^{(w+1)}(\alpha)(s-\alpha)^w}{\beta - \alpha} \right) ds \\
\leq \frac{1}{(n-3)!} |\lambda^{(n)}|^{p_0} \left( \int_{\alpha}^{\beta} \left| \int_{\alpha}^{\beta} \Upsilon(x, p; G(x, s)) (s-t)^{n-3} w^{[\alpha, \beta]}(t, s) ds \right|^q dt \right)^{1/q}.
\]

The constant on the R.H.S. of (20) is sharp for \( 1 < p \leq \infty \) and the best possible for \( p = 1 \).

Proof. The proof is similar to the Theorem 3.5 in [3] (see also [4]). \( \square \)

**4. Mean value theorems and \( n \)-exponential convexity**

In the present section, we construct a positive linear functional and then give mean value theorems of Lagrange and Cauchy type.

**Remark 3.** In virtue of Theorem 5, we can define the positive linear functional with respect to \( n \)-convex function \( \lambda \) as follows

\[
\Gamma(\lambda) := \Upsilon(x, p; \lambda(x)) - \int_{\alpha}^{\beta} \Upsilon(x, p; G(x, s)) \\
\times \sum_{w=0}^{n-3} \frac{(n-2-w)}{w!} \left( \frac{\lambda^{(w+1)}(\beta)(s-\beta)^w - \lambda^{(w+1)}(\alpha)(s-\alpha)^w}{\beta - \alpha} \right) ds \geq 0.
\]

Lagrange and Cauchy type mean value theorems related to above functional are given in the following theorems.

**Theorem 12.** Let \( \lambda : [\alpha, \beta] \to \mathbb{R} \) be such that \( \lambda \in C^n[\alpha, \beta] \). If the inequality in (12) holds, then there exist \( \xi \in [\alpha, \beta] \) such that

\[
\Gamma(\lambda) = \lambda^{(n)}(\xi) \Gamma(\varphi),
\]

where \( \varphi(x) = \frac{x^n}{n!} \) and \( \Gamma(\cdot) \) is defined by (21).
Proof. Similar to the proof of Theorem 4.1 in [8] (see also [1]). □

Theorem 13. Let $\lambda, \psi : [\alpha, \beta] \to \mathbb{R}$ be such that $\lambda, \psi \in C^n[\alpha, \beta]$. If the inequality in (12) holds, then there exist $\xi \in [\alpha, \beta]$ such that

$$\frac{\Gamma(\lambda)}{\Gamma(\psi)} = \frac{\lambda^{(n)}(\xi)}{\psi^{(n)}(\xi)},$$

provided that the denominators are non-zero, where $\Gamma(\cdot)$ is defined by (21).

Proof. Similar to the proof of Corollary 4.2 in [8] (see also [1]). □

Theorem 13 enables us to define Cauchy means, in fact

$$\xi = \left( \frac{\lambda^{(n)}}{\psi^{(n)}} \right)^{-1} \left( \frac{\Gamma(\lambda)}{\Gamma(\psi)} \right),$$

means that $\xi$ is the mean of $\alpha, \beta$ for given functions $\lambda$ and $\psi$.

We conclude our paper with the following remark.

Remark 4. One can construct the non trivial examples of $n-$exponentially and exponentially convex functions from positive linear functional $\Gamma(\cdot)$ by following the $n-$exponentially method introduced by Pečarić et al. in [7] and [9] (see also [2], [3] and [4]). As an application to Cauchy means, it enables us to construct a large families of functions which are exponentially convex.
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GENERALIZATION OF MAJORIZATION THEOREM VIA TAYLOR’S FORMULA

SAAD IHSAN BUTT, LJILJANKA KVESIĆ AND JOSIP PEČARIĆ

(Communicated by S. Varošanec)

Abstract. We give generalization of majorization theorem for the class of n-convex functions by using Taylor’s formula. We use inequalities for the Čebyšev functional to obtain bounds for the identities related to generalizations of majorization inequalities. We present mean value theorems and n—exponential convexity for the functional obtained from the generalized majorization inequalities. At the end we discuss the results for particular families of function and give means.

1. Introduction

Majorization gives us the precise answer about the location of the components of the vector \( \mathbf{x} \) respected to that of vector \( \mathbf{y} \). The well known Majorization theorem given by Marshall and Olkin \[11\] (see also \[15\], p. 320):

**Theorem 1.** Let \( I \) be an interval in \( \mathbb{R} \) and let \( \mathbf{x}, \mathbf{y} \) be two n-tuples such that \( x_i, y_i \in I \) \( (i = 1, \ldots, n) \). Then

\[
\sum_{i=1}^{n} \phi(y_i) \leq \sum_{i=1}^{n} \phi(x_i)
\]

holds for every continuous convex function \( \phi : I \to \mathbb{R} \) iff

\[
\sum_{i=1}^{m} y[i] \leq \sum_{i=1}^{m} x[i]
\]

holds for \( m = 1, 2, \ldots, n - 1 \) and

\[
\sum_{i=1}^{n} y[i] = \sum_{i=1}^{n} x[i].
\]

The generalization of Theorem 1 was given by Fuchs in \[6\] as weighted Majorization Theorem (see also \[15\], p. 323):

\[
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\]
THEOREM 2. Let \( x, y \) be two decreasing n-tuples from an interval \( I \), let \( w = (w_1, \ldots, w_n) \) be a real n-tuple such that

\[
\sum_{i=1}^{k} w_i y_i \leq \sum_{i=1}^{k} w_i x_i, \text{ for } k = 1, \ldots, n - 1;
\]

and

\[
\sum_{i=1}^{n} w_i y_i = \sum_{i=1}^{n} w_i x_i.
\]

Then for every continuous convex function \( \phi : I \rightarrow \mathbb{R} \), we have

\[
\sum_{i=1}^{n} w_i \phi(y_i) \leq \sum_{i=1}^{n} w_i \phi(x_i).
\]

The following integral version of Theorem 2 is a simple consequence of Theorem A in [13] (see also [15], p. 328):

THEOREM 3. Let \( x, y : [a, b] \rightarrow [\alpha, \beta] \) such that \([\alpha, \beta] \subset I \) be decreasing and \( w : [a, b] \rightarrow \mathbb{R} \) be continuous functions. If

\[
\int_{a}^{v} w(t)y(t)dt \leq \int_{a}^{v} w(t)x(t)dt \text{ for every } v \in [a, b]
\]

and

\[
\int_{a}^{b} w(t)y(t)dt = \int_{a}^{b} w(t)x(t)dt
\]

hold, then for every continuous convex function \( \phi : I \rightarrow \mathbb{R} \), we have

\[
\int_{a}^{b} w(t)\phi((y(t))dt \leq \int_{a}^{b} w(t)\phi(x(t))dt.
\]

For other integral version and generalization of majorization theorem see ([11], p. 583) (see also [12], [1], [10]). The classical Taylor’s formula with integral remainder can be stated as:

THEOREM 4. Let \( n \) be a positive integer and \( \phi : [a, b] \rightarrow \mathbb{R} \) be such that \( \phi^{(n-1)} \) is absolutely continuous, then for all \( x \in [a, b] \) the Taylor’s formula at the point \( c \in [a, b] \) is

\[
\phi(x) = T_{n-1}(\phi;c,x) + R_{n-1}(\phi;c,x),
\]

where \( T_{n-1}(\phi;c,x) \) is a Taylor’s polynomial of degree \( n - 1 \), i.e.

\[
T_{n-1}(\phi;c,x) = \sum_{k=0}^{n-1} \frac{\phi^{(k)}(c)}{k!} (x-c)^k
\]

and the remainder is given by

\[
R_{n-1}(\phi;c,x) = \frac{1}{(n-1)!} \int_{c}^{x} \phi^{(n)}(t)(x-t)^{n-1}dt.
\]
In rest of the paper, we need the following real valued function of our interest defined as:

$$(x - t)_+ = \begin{cases} x - t, & t \leq x, \\ 0, & t > x. \end{cases}$$

For two Lebesgue integrable functions $f, h : [\alpha, \beta] \to \mathbb{R}$, we consider the \v{C}eby\v{s}ev functional

$$\Delta(f, h) = \frac{1}{\beta - \alpha} \int_\alpha^\beta f(t)h(t)\,dt - \frac{1}{\beta - \alpha} \int_\alpha^\beta f(t)\,dt \cdot \frac{1}{\beta - \alpha} \int_\alpha^\beta h(t)\,dt.$$  

In [5] the authors proved the following theorems:

**Theorem 5.** Let $f : [\alpha, \beta] \to \mathbb{R}$ be a Lebesgue integrable function and $h : [\alpha, \beta] \to \mathbb{R}$ be an absolutely continuous function with $(-\alpha)(\beta - .)[h']^2 \in L[\alpha, \beta]$. Then we have the inequality

$$|\Delta(f, h)| \leq \frac{1}{\sqrt{2}} |\Delta(f, f)|^{\frac{1}{2}} \frac{1}{\beta - \alpha} \left( \int_\alpha^\beta (x - \alpha)(\beta - x)[h'(x)]^2\,dx \right)^{\frac{1}{2}}.$$  

The constant $\frac{1}{\sqrt{2}}$ in (7) is the best possible.

**Theorem 6.** Assume that $h : [\alpha, \beta] \to \mathbb{R}$ is monotonic nondecreasing on $[\alpha, \beta]$ and $f : [\alpha, \beta] \to \mathbb{R}$ be an absolutely continuous with $f' \in L_\infty[\alpha, \beta]$. Then we have the inequality

$$|\Delta(f, h)| \leq \frac{1}{2(\beta - \alpha)} ||f'||_\infty \int_\alpha^\beta (x - \alpha)(\beta - x)dh(x).$$  

The constant $\frac{1}{2}$ in (8) is the best possible.

## 2. Main results

We start the section with the proof of identities obtained by using Taylor’s formula.

**Theorem 7.** Let $\phi : [\alpha, \beta] \to \mathbb{R}$ be such that $\phi^{(n-1)}$ is absolutely continuous for some $n \geq 1$ and let $w = (w_1, \ldots, w_m)$, $x = (x_1, \ldots, x_m)$ and $y = (y_1, \ldots, y_m)$ be $m$-tuples such that $x_i, y_i \in [\alpha, \beta]$, $w_i \in \mathbb{R}$ ($i = 1, \ldots, m$). Then

$$\sum_{i=1}^m w_i \phi(x_i) - \sum_{i=1}^m w_i \phi(y_i)$$

$$= \sum_{k=1}^{n-1} \frac{\phi^{(k)}(\alpha)}{k!} \left( \sum_{i=1}^m w_i (x_i - \alpha)^k - \sum_{i=1}^m w_i (y_i - \alpha)^k \right)$$

$$+ \frac{1}{(n-1)!} \int_\alpha^\beta \left[ \sum_{j=1}^m w_j ((x_j - t)_+)^{n-1} - \sum_{j=1}^m w_j ((y_j - t)_+)^{n-1} \right] \phi^{(n)}(t)\,dt,$$  

(9)
and

\[ \sum_{i=1}^{m} w_i \phi(x_i) - \sum_{i=1}^{m} w_i \phi(y_i) = \sum_{k=1}^{n-1} \frac{\phi^{(k)}(\beta)}{k!} \left( \sum_{i=1}^{m} w_i (\beta - x_i)^k - \sum_{i=1}^{m} w_i (\beta - y_i)^k \right) (-1)^k \]

\[ - \frac{1}{(n-1)!} \int_{\alpha}^{\beta} (-1)^{n-1} \left[ \sum_{i=1}^{m} w_i ((t - x_i)_+)^{n-1} - \sum_{i=1}^{m} w_i ((t - y_i)_+)^{n-1} \right] \phi^{(n)}(t) dt. \quad (10) \]

**Proof.** Using Taylor’s formula at point \( \alpha \) in \( \sum_{i=1}^{m} w_i \phi(x_i) - \sum_{i=1}^{m} w_i \phi(y_i) \), we have

\[ \sum_{i=1}^{m} w_i \phi(x_i) - \sum_{i=1}^{m} w_i \phi(y_i) = \sum_{i=1}^{m} w_i \left( \sum_{k=0}^{n-1} \frac{\phi^{(k)}(\alpha)}{k!} (x_i - \alpha)^k \right) + \frac{1}{(n-1)!} \int_{\alpha}^{x_i} \phi^{(n)}(t)(x_i - t)^{n-1} dt \]

\[ - \sum_{i=1}^{m} w_i \left( \sum_{k=0}^{n-1} \frac{\phi^{(k)}(\alpha)}{k!} (y_i - \alpha)^k \right) + \frac{1}{(n-1)!} \int_{\alpha}^{y_i} \phi^{(n)}(t)(y_i - t)^{n-1} dt \]

\[ = \sum_{k=1}^{n-1} \frac{\phi^{(k)}(\alpha)}{k!} \left( \sum_{i=1}^{m} w_i (x_i - \alpha)^k - \sum_{i=1}^{m} w_i (y_i - \alpha)^k \right) \]

\[ + \frac{1}{(n-1)!} \int_{\alpha}^{x_i} \sum_{i=1}^{m} w_i (x_i - t)^{n-1} \phi^{(n)}(t) dt - \frac{1}{(n-1)!} \int_{\alpha}^{y_i} \sum_{i=1}^{m} w_i (y_i - t)^{n-1} \phi^{(n)}(t) dt \]

\[ = \sum_{k=1}^{n-1} \frac{\phi^{(k)}(\alpha)}{k!} \left( \sum_{i=1}^{m} w_i (x_i - \alpha)^k - \sum_{i=1}^{m} w_i (y_i - \alpha)^k \right) \]

\[ + \frac{1}{(n-1)!} \int_{\alpha}^{\beta} \sum_{i=1}^{m} w_i ((x_i - t)_+)^{n-1} \phi^{(n)}(t) dt - \frac{1}{(n-1)!} \int_{\alpha}^{\beta} \sum_{i=1}^{m} w_i ((y_i - t)_+)^{n-1} \phi^{(n)}(t) dt \]

where

\[ \int_{\alpha}^{\beta} \sum_{i=1}^{m} w_i ((x_i - t)_+)^{n-1} \phi^{(n)}(t) dt = \int_{\alpha}^{x_i} \sum_{i=1}^{m} w_i (x_i - t)^{n-1} \phi^{(n)}(t) dt + \int_{x_i}^{\beta} 0 \]

and

\[ \int_{\alpha}^{\beta} \sum_{i=1}^{m} w_i ((y_i - t)_+)^{n-1} \phi^{(n)}(t) dt = \int_{\alpha}^{y_i} \sum_{i=1}^{m} w_i (y_i - t)^{n-1} \phi^{(n)}(t) dt + \int_{y_i}^{\beta} 0 \]

So by using above result we will get (9).

Similarly using Taylor’s formula at point \( \beta \) in \( \sum_{i=1}^{m} w_i \phi(x_i) - \sum_{i=1}^{m} w_i \phi(y_i) \), we get (10). \( \square \)

Integral version of the above theorem can be stated as:
THEOREM 8. Let $\phi : [\alpha, \beta] \rightarrow \mathbb{R}$ be such that $\phi^{(n-1)}$ is absolutely continuous for some $n \geq 1$ and let $x, y : [a, b] \rightarrow [\alpha, \beta]$, $w : [a, b] \rightarrow \mathbb{R}$ be continuous functions. Then

\[
\int_{a}^{b} w(\tau)\phi(x(\tau))d\tau - \int_{a}^{b} w(\tau)\phi(y(\tau))d\tau = \sum_{k=1}^{n-1} \frac{\phi^{(k)}(\alpha)}{k!} \left( \int_{a}^{b} w(\tau) \left[ (x(\tau) - \alpha)^k - (y(\tau) - \alpha)^k \right] d\tau \right) + \frac{1}{(n-1)!} \int_{a}^{b} w(\tau) \left[ (x(\tau) - t_+)^{n-1} - (y(\tau) - t_+)^{n-1} \right] d\tau \phi^{(n)}(t)dt,
\]

for all $w \geq 0$ and $x, y \in [\alpha, \beta]$. Let $w_i(\cdot) = w((x_i - t_+))^{n-1}$ and $y_i(\cdot) = w((y_i - t_+))^{n-1}$, then

\[
\sum_{i=1}^{m} w_i(x_i - t_+)^{n-1} - \sum_{i=1}^{m} w_i(y_i - t_+)^{n-1} \geq 0, \quad t \in [\alpha, \beta],
\]

(13)

and

\[
\sum_{i=1}^{m} w_i(\phi(x_i)) - \sum_{i=1}^{m} w_i(\phi(y_i)) \geq \sum_{k=1}^{n-1} \frac{\phi^{(k)}(\alpha)}{k!} \left( \sum_{i=1}^{m} w_i(x_i - \alpha)^k - \sum_{i=1}^{m} w_i(y_i - \alpha)^k \right).
\]

(14)

In the following theorem we obtain generalizations of majorization inequality for $n$-convex functions.

THEOREM 9. Let $\phi : [\alpha, \beta] \rightarrow \mathbb{R}$ be such that $\phi^{(n-1)}$ is absolutely continuous for some $n \geq 1$ and let $w = (w_1, \ldots, w_m)$, $x = (x_1, \ldots, x_m)$ and $y = (y_1, \ldots, y_m)$ be $m$-tuples such that $x_i, y_i \in [\alpha, \beta]$, $w_i \in \mathbb{R}$ ($i = 1, \ldots, m$). Then

(i) if $\phi$ is $n$-convex function and

\[
\sum_{i=1}^{m} w_i((x_i - t_+)^{n-1})^{n-1} - \sum_{i=1}^{m} w_i((y_i - t_+)^{n-1})^{n-1} \geq 0, \quad t \in [\alpha, \beta],
\]

(15)

then

\[
\sum_{i=1}^{m} w_i(x_i) - \sum_{i=1}^{m} w_i(y_i) \geq \sum_{k=1}^{n-1} \frac{\phi^{(k)}(\alpha)}{k!} \left( \sum_{i=1}^{m} w_i(x_i - \alpha)^k - \sum_{i=1}^{m} w_i(y_i - \alpha)^k \right).
\]

(16)

(ii) If $\phi$ is $n$-convex function and

\[
(-1)^{n-1} \left( \sum_{i=1}^{m} w_i((t - x_i_+)^{n-1})^{n-1} - \sum_{i=1}^{m} w_i((t - y_i_+)^{n-1})^{n-1} \right) \leq 0, \quad t \in [\alpha, \beta],
\]

(17)

then

\[
\sum_{i=1}^{m} w_i(x_i) - \sum_{i=1}^{m} w_i(y_i) \geq \sum_{k=1}^{n-1} \frac{\phi^{(k)}(\beta)}{k!} \left( \sum_{i=1}^{m} w_i(\beta - x_i)^k - \sum_{i=1}^{m} w_i(\beta - y_i)^k \right)(-1)^k.
\]

(18)
Proof. Since the function $\phi$ is $n$-convex, therefore without loss of generality we can assume that $\phi$ is $n$-times differentiable and $\phi^{(n)} \geq 0$ (see [15], p. 16). Hence we can apply Theorem 7 to obtain (14) and (16) respectively. \(\square\)

In the following Corollary, we give generalization of Fuch’s majorization theorem.

**Corollary 1.** Let all the assumptions of Theorem 7 be satisfied, $x = (x_1, \ldots, x_m)$, $y = (y_1, \ldots, y_m)$ be decreasing $m$-tuples and $w = (w_1, \ldots, w_m)$ be any $m$-tuple such that $x_i, y_i \in [\alpha, \beta]$, $w_i \in \mathbb{R}$ ($i = 1, \ldots, m$) which satisfies (1), (2) and $\phi : [\alpha, \beta] \rightarrow \mathbb{R}$ is $n$-convex function. Then

(i) for $n \geq 1$, (14) holds. Moreover, let the inequality (14) be satisfied. If the function

$$F_1(x) := \sum_{k=1}^{n-1} \frac{\phi^{(k)}(\alpha)}{k!}(x - \alpha)^k.$$  \hspace{1cm} (17)

is convex, the R.H.S. of (14) is non negative, that is (3) holds.

(ii) If $n$ is even, then (16) holds. Moreover, let the inequality (16) be satisfied. If the function

$$F_2(x) := \sum_{k=1}^{n-1} \frac{(-1)^k \phi^{(k)}(\beta)}{k!} (\beta - x)^k.$$  \hspace{1cm} (18)

is convex, the R.H.S. of (16) is non negative, that is (3) holds.

**Proof.** (i) On account of given $m$-tuples satisfying (1), (2) and the function $x \mapsto (x - t)_+^{n-1}$ being convex for given $n$, (13) holds by virtue of Theorem 2. Therefore by following Theorem 9 we can obtain (14). Moreover, we can rewrite the R.H.S. of (14) in the form of the L.H.S. with $\phi = F_1$, where $F_1$ is defined in (17) and will be obtained after reorganization of this side. Since $F_1$ is assumed to be convex, therefore using the given conditions on $m$-tuples and by following Theorem 2 the non negativity of R.H.S. of (14) is immediate, that is (3) holds.

Similarly we can prove the part (ii). \(\square\)

3. New upper bounds via Čebyšev functional

In the sequel, we consider Theorems 5 and 6 to derive generalizations of the results proved in the previous section. Let $w = (w_1, \ldots, w_m)$, $x = (x_1, \ldots, x_m)$ and $y = (y_1, \ldots, y_m)$ be $m$-tuples such that $x_i, y_i \in [\alpha, \beta]$, $w_i \in \mathbb{R}$ ($i = 1, \ldots, m$), denote

$$\mathcal{R}(t) = \sum_{i=1}^{m} w_i ((x_i - t)_+)^{n-1} - \sum_{i=1}^{m} w_i ((y_i - t)_+)^{n-1}, \quad t \in [\alpha, \beta],$$  \hspace{1cm} (19)

$$\mathcal{B}(t) = (-1)^{n-1} \left( \sum_{i=1}^{m} w_i ((t - x_i)_+)^{n-1} - \sum_{i=1}^{m} w_i ((t - y_i)_+)^{n-1} \right), \quad t \in [\alpha, \beta].$$  \hspace{1cm} (20)
Theorem 10. Let \( \phi : [\alpha, \beta] \to \mathbb{R} \) be such that \( \phi^{(n)} \) is absolutely continuous for some \( n \geq 1 \) with \( (\beta - \alpha)\phi^{(n+1)}[\alpha, \beta] \) and let \( w = (w_1, ..., w_m), x = (x_1, ..., x_m) \) and \( y = (y_1, ..., y_m) \) be \( m \)-tuples such that \( x_i, y_i \in [\alpha, \beta], w_i \in \mathbb{R} \) (\( i = 1, ..., m \)) and let the functions \( \mathfrak{A}, \mathfrak{B} \) be defined by (19), (20) respectively. Then

(i) the remainder \( \mathfrak{R}_n^1(\alpha, \beta; \phi) \) given in the following identity

\[
\sum_{i=1}^{m} w_i \phi(x_i) - \sum_{i=1}^{m} w_i \phi(y_i) = \frac{n-1}{k!} \left( \sum_{i=1}^{m} w_i(x_i - \alpha)^k - \sum_{i=1}^{m} w_i(y_i - \alpha)^k \right) + \frac{\phi^{(n-1)}(\beta) - \phi^{(n-1)}(\alpha)}{(\beta - \alpha)(n-1)!} \int_{\alpha}^{\beta} \mathfrak{A}(t) dt + \mathfrak{R}_n^1(\alpha, \beta; \phi),
\]

satisfies the estimation

\[
|\mathfrak{R}_n^1(\alpha, \beta; \phi)| \leq \frac{1}{(n-1)!} |\Delta(\mathfrak{A}, \mathfrak{A})|^{\frac{1}{2}} \sqrt{\frac{\beta - \alpha}{2}} \left| \int_{\alpha}^{\beta} (t - \alpha)(\beta - t)[\phi^{(n+1)}(t)]^2 dt \right|^{\frac{1}{4}}.
\]

(ii) The remainder \( \mathfrak{R}_n^2(\alpha, \beta; \phi) \) given in the following identity

\[
\sum_{i=1}^{m} w_i \phi(x_i) - \sum_{i=1}^{m} w_i \phi(y_i) = \frac{n-1}{k!} \left( \sum_{i=1}^{m} w_i(\beta - x_i)^k - \sum_{i=1}^{m} w_i(\beta - y_i)^k \right) (-1)^k + \frac{\phi^{(n-1)}(\beta) - \phi^{(n-1)}(\alpha)}{(\alpha - \beta)(n-1)!} \int_{\alpha}^{\beta} \mathfrak{B}(t) dt - \mathfrak{R}_n^2(\alpha, \beta; \phi),
\]

satisfies the estimation

\[
|\mathfrak{R}_n^2(\alpha, \beta; \phi)| \leq \frac{1}{(n-1)!} |\Delta(\mathfrak{B}, \mathfrak{B})|^{\frac{1}{2}} \sqrt{\frac{\beta - \alpha}{2}} \left| \int_{\alpha}^{\beta} (t - \alpha)(\beta - t)[\phi^{(n+1)}(t)]^2 dt \right|^{\frac{1}{4}}.
\]

Proof. Applying Theorem 5 for \( f \mapsto \mathfrak{A} \) and \( h \mapsto \phi^{(n)} \) and employ similar method as in Theorem 16 [9].

The following Grüss type inequalities can be obtained by using Theorem 6

Theorem 11. Let \( \phi : [\alpha, \beta] \to \mathbb{R} \) be such that \( \phi^{(n)} \) (\( n \geq 1 \)) is absolutely continuous function and \( \phi^{(n+1)} \geq 0 \) on \([\alpha, \beta]\) and let the functions \( \mathfrak{A}, \mathfrak{B} \) be defined by (19), (20) respectively. Then, we have

(i) the representation (21) and the remainder \( \mathfrak{R}_n^1(\alpha, \beta; \phi) \) satisfies the bound

\[
|\mathfrak{R}_n^1(\alpha, \beta; \phi)| \leq \frac{1}{(n-1)!} ||\mathfrak{A}||_{\infty} \left[ \frac{\phi^{(n-1)}(\beta) + \phi^{(n-1)}(\alpha)}{2} - \frac{\phi^{(n-2)}(\beta) - \phi^{(n-2)}(\alpha)}{\beta - \alpha} \right].
\]
(ii) The representation (22) and the remainder $R_n^2(\alpha, \beta; \phi)$ satisfies the bound
\[
|R_n^2(\alpha, \beta; \phi)| \leq \frac{1}{(n-1)!} \|\mathcal{B}'\|_{\infty} \left[ \frac{\phi^{(n-1)}(\beta) + \phi^{(n-1)}(\alpha)}{2} - \frac{\phi^{(n-2)}(\beta) - \phi^{(n-2)}(\alpha)}{\beta - \alpha} \right].
\]

Proof. Applying Theorem 6 for $f \mapsto R$ and $h \mapsto \phi^{(n)}$ and employ similar method as in Theorem 17 [9]. □

Now we intend to give the Ostrowski type inequalities related to generalizations of majorization’s inequality.

**Theorem 12.** Assume that all the assumptions of Theorem 7 hold. Moreover, assume $(p, q)$ is a pair of conjugate exponents, that is $1 \leq p, q \leq \infty$, $1/p + 1/q = 1$. Let $\phi^{(n)}[p : [\alpha, \beta] \mapsto \mathbb{R}$ be a R-integrable function for some $n \geq 1$. Then, we have:

(i)
\[
\left| \sum_{i=1}^{m} w_i \phi(x_i) - \sum_{i=1}^{m} w_i \phi(y_i) \right| 
- \sum_{k=1}^{n-1} \frac{\phi^{(k)}(\alpha)}{k!} \left( \sum_{i=1}^{m} w_i (x_i - \alpha)^k - \sum_{i=1}^{m} w_i (y_i - \alpha)^k \right)
\leq \frac{1}{(n-1)!} \|\phi^{(n)}\|_p \left( \int_{\alpha}^{\beta} \left| \sum_{i=1}^{m} w_i ((x_i - t)_+)^{n-1} - \sum_{i=1}^{m} w_i ((y_i - t)_+)^{n-1} \right| dt \right)^{1/q}.
\]

(23)

(ii)
\[
\left| \sum_{i=1}^{m} w_i \phi(x_i) - \sum_{i=1}^{m} w_i \phi(y_i) \right| 
- \sum_{k=1}^{n-1} \frac{\phi^{(k)}(\beta)}{k!} \left( \sum_{i=1}^{m} w_i (\beta - x_i)^k - \sum_{i=1}^{m} w_i (\beta - y_i)^k \right) (-1)^k
\leq \frac{1}{(n-1)!} \|\phi^{(n)}\|_p \left( \int_{\alpha}^{\beta} \left| (-1)^{n-1} \sum_{i=1}^{m} w_i ((t-x_i)_+)^{n-1} - \sum_{i=1}^{m} w_i ((t-y_i)_+)^{n-1} \right| dt \right)^{1/q}.
\]

(24)

The constant on the R.H.S. of (23) and (24) are sharp for $1 < p \leq \infty$ and the best possible for $p = 1$.

Proof. To prove above results, we employ similar method adopted in Theorem 19 [9]. □
4. Associated linear functionals and exponential convexity

In the present section we will construct some linear functionals as differences of the L. H. S and R. H. S. of some of the inequalities derived earlier. The obtained linear functionals will be used in the construction of new families of exponentially convex functions and some related results will be derived.

Some definitions and basic results regarding exponentially convex functions can be seen from [2], [7] and [14] which are used in sequel.

**Remark 1.** By the virtue of Theorem 9, we define the positive linear functionals with respect to \( n \)-convex function \( \phi \) as follows

\[
\Omega_1(\phi) := \sum_{i=1}^{m} w_i \phi(x_i) - \sum_{i=1}^{m} w_i \phi(y_i) \\
- \sum_{k=1}^{n-1} \frac{\phi^{(k)}(\alpha)}{k!} \left( \sum_{i=1}^{m} w_i (x_i - \alpha)^k - \sum_{i=1}^{m} w_i (y_i - \alpha)^k \right) \geq 0,
\]

(25)

\[
\Omega_2(\phi) := \sum_{i=1}^{m} w_i \phi(x_i) - \sum_{i=1}^{m} w_i \phi(y_i) \\
- \sum_{k=1}^{n-1} \frac{\phi^{(k)}(\beta)}{k!} \left( \sum_{i=1}^{m} w_i (\beta - x_i)^k - \sum_{i=1}^{m} w_i (\beta - y_i)^k \right) (-1)^k \geq 0.
\]

(26)

The Lagrange and Cauchy type mean value theorems related to defined functionals are in the following theorems.

**Theorem 13.** Let \( \phi : [\alpha, \beta] \rightarrow \mathbb{R} \) be such that \( \phi \in C^n[\alpha, \beta] \). If the inequalities in (14) and (16) are valid, then there exist \( \xi_i \in [\alpha, \beta] \) such that

\[
\Omega_i(\phi) = \phi^{(n)}(\xi_i) \Omega_i(\phi); \quad i = 1, 2,
\]

where \( \varphi(x) = \frac{x^n}{n!} \) and \( \Omega_i(\cdot) \) are defined in Remark 1.

**Proof.** Similar to the proof of Theorem 4.1 in [8] (see also [3]). \( \square \)

**Theorem 14.** Let \( \phi, \lambda : [\alpha, \beta] \rightarrow \mathbb{R} \) be such that \( \phi, \lambda \in C^n[\alpha, \beta] \). If the inequalities in (14) and (16) are valid, then there exist \( \xi_i \in [\alpha, \beta] \) such that

\[
\frac{\Omega_i(\phi)}{\Omega_i(\lambda)} = \frac{\phi^{(n)}(\xi_i)}{\lambda^{(n)}(\xi_i)}; \quad i = 1, 2,
\]

provided that the denominators are non-zero and \( \Omega_i(\cdot) \) are defined in Remark 1.
Proof. Similar to the proof of Corollary 4.2 in [8] (see also [3]). □

Theorem 14 enables us to define Cauchy means, because if

\[ \xi_i = \left( \frac{\phi^{(n)}}{\lambda^{(n)}} \right)^{-1} \left( \frac{\Omega_i(\phi)}{\Omega_i(\lambda)} \right), \]

which show that \( \xi_i (i = 1, 2) \) are means of \( \alpha, \beta \) for given functions \( \phi \) and \( \lambda \).

Next we construct the non trivial examples of \( n \)-exponentially and exponentially convex functions from positive linear functionals \( \Omega_i(\cdot) \) \( (i = 1, 2) \). We use the idea given in [14].

**THEOREM 15.** Let \( \Theta = \{ \phi_t : t \in J \} \), where \( J \) is an interval in \( \mathbb{R} \), be a family of functions defined on an interval \( I \) in \( \mathbb{R} \) such that the function \( t \mapsto [x_0, \ldots, x_n; \phi_t] \) is \( n \)-exponentially convex in the Jensen sense on \( J \) for every \( (n + 1) \) mutually different points \( x_0, \ldots, x_n \in I \). Then for the linear functionals \( \Omega_i(\cdot) \) \( (i = 1, 2) \) as defined in Remark 1, the following statements are valid for each \( i = 1, 2 \):

(i) The function \( t \mapsto \Omega_i(\phi_t) \) is \( n \)-exponentially convex in the Jensen sense on \( J \) and the matrix \( [\Omega_i(\phi_{t_j+t_l}/2)]_{j,l=1}^{m} \) is a positive semi-definite for all \( m \in \mathbb{N}, m \leq n, t_1, \ldots, t_m \in J \). Particularly, \( \det[\Omega_i(\phi_{t_j+t_l}/2)]_{j,l=1}^{m} \geq 0 \) for all \( m \in \mathbb{N}, m = 1, 2, \ldots, n \).

(ii) If the function \( t \mapsto \Omega_i(\phi_t) \) is continuous on \( J \), then it is \( n \)-exponentially convex on \( J \).

Proof. Similar to the proof of Theorem 23 [9]. □

The following corollary is an immediate consequence of the above theorem.

**COROLLARY 2.** Let \( \Theta = \{ \phi_t : t \in J \} \), where \( J \) is an interval in \( \mathbb{R} \), be a family of functions defined on an interval \( I \) in \( \mathbb{R} \), such that the function \( t \mapsto [x_0, \ldots, x_n; \phi_t] \) is exponentially convex in the Jensen sense on \( J \) for every \( (n + 1) \) mutually different points \( x_0, \ldots, x_n \in I \). Then for the linear functional \( \Omega_i(\cdot) \) \( (i = 1, 2) \), the following statements hold:

(i) The function \( t \mapsto \Omega_i(\phi_t) \) is exponentially convex in the Jensen sense on \( J \) and the matrix \( [\Omega_i(\phi_{t_j+t_l}/2)]_{j,l=1}^{m} \) is a positive semi-definite for all \( m \in \mathbb{N}, m \leq n, t_1, \ldots, t_m \in J \). Particularly, \( \det[\Omega_i(\phi_{t_j+t_l}/2)]_{j,l=1}^{m} \geq 0 \) for all \( m \in \mathbb{N}, m = 1, 2, \ldots, n \).
(ii) If the function $t \mapsto \Omega_i(\phi_t)$ is continuous on $J$, then it is exponentially convex on $J$.

**Corollary 3.** Let $\Theta = \{ \phi_t : t \in J \}$, where $J$ is an interval in $\mathbb{R}$, be a family of functions defined on an interval $I$ in $\mathbb{R}$, such that the function $t \mapsto [x_0, \ldots, x_n; \phi_t]$ is 2—exponentially convex in the Jensen sense on $J$ for every $(n + 1)$ mutually different points $x_0, \ldots, x_n \in I$. Let $\Omega_i(\cdot)$ $(i = 1, 2)$ be linear functionals. Then the following statements hold:

(i) If the function $t \mapsto \Omega_i(\phi_t)$ is continuous on $J$, then it is 2—exponentially convex on $J$. If $t \mapsto \Omega_i(\phi_t)$ is additionally strictly positive, then it is also log-convex on $J$. Furthermore, the following inequality holds true:

$$[\Omega_i(\phi_t)]^{t-r} \leq [\Omega_i(\phi_r)]^{t-s} [\Omega_i(\phi_t)]^{s-r},$$

for every choice $r, s, t \in J$, such that $r < s < t$.

(ii) If the function $t \mapsto \Omega_i(\phi_t)$ is strictly positive and differentiable on $J$, then for every $p, q, u, v \in J$, such that $p \leq u$ and $q \leq v$, we have

$$\mu_{p,q}(\Omega_i, \Theta) \leq \mu_{u,v}(\Omega_i, \Theta),$$

where

$$\mu_{p,q}(\Omega_i, \Theta) = \begin{cases} \frac{\Omega_i(\phi_p)}{\Omega_i(\phi_q)} \frac{p-q}{p}, & p \neq q, \\ \exp \left( \frac{d}{dp} \frac{\Omega_i(\phi_p)}{\Omega_i(\phi_q)} \right), & p = q, \end{cases}$$

for $\phi_p, \phi_q \in \Theta$.

**Proof.** Similar to the proof of Corollary 2 [9]. □

5. Applications to Cauchy means

In the running section, we use a family of functions which fulfil the conditions of Theorem 15, Corollary 2 and Corollary 3.

**Example 1.** Let us consider a family of functions

$$\Theta = \{ \phi_t : [0, \infty) \to \mathbb{R} : t > 0 \}$$

defined by

$$\phi_t(x) = \begin{cases} \frac{x^t}{t(t-1)\cdots(t-n+1)}, & t \notin \{1, \ldots, n-1\}, \\ \frac{x^t \log x}{(-1)^{n-1-j}j!(n-1-j)!}, & t = j \in \{1, \ldots, n-1\}, \end{cases}$$

with $0 \log 0 = 0$. Since $\frac{d^n \phi_t}{dx^n}(x) = x^{t-n} > 0$, the function $\phi_t$ is $n$-convex for $x > 0$ and $t \mapsto \frac{d^n \phi_t}{dx^n}(x)$ is exponentially convex by definition. Using analogous arguing as in the
proof of Theorem 15 we also have that \( t \mapsto [x_0, \ldots , x_n; \phi_t] \) is exponentially convex (and so exponentially convex in the Jensen sense). Now, using Corollary 2 we conclude that \( t \mapsto \Omega_i(\phi_t) \) \( (i=1,2) \) are exponentially convex in the Jensen sense. Hence, for this family of functions, it is easy to give explicitly \( \mu_{t,q}(\Omega_i, \Theta) \) \( (i=1) \) from (28),

\[
\mu_{t,q}(\Omega_1, \Theta) = \begin{cases} 
\left( \frac{m \sum_{i=1} w_i x_i^t - m \sum_{i=1} w_i y_i^t}{m \sum_{i=1} w_i x_i^q - m \sum_{i=1} w_i y_i^q} \times \frac{t(t-1) \cdots (t-n+1)}{q(q-1) \cdots (q-n+1)} \right)^{1/t-q}, & t \neq q, \\
\exp \left( \frac{m \sum_{i=1} w_i x_i \log x_i - m \sum_{i=1} w_i y_i \log y_i}{m \sum_{i=1} w_i x_i^q - m \sum_{i=1} w_i y_i^q} + \sum_{k=0}^{n-1} \frac{1}{k-t} \right), & t = q \notin \{1, \ldots , n-1\}, \\
\exp \left( \frac{m \sum_{i=1} w_i x_i \log^2 x_i - m \sum_{i=1} w_i y_i \log^2 y_i}{m \sum_{i=1} w_i x_i^q - m \sum_{i=1} w_i y_i^q} + \sum_{k=0}^{n-1} \frac{1}{k-t} \right), & t = q \in \{1, \ldots , n-1\}.
\end{cases}
\]

Similarly, one can give \( \mu_{t,q}(\Omega_i, \Theta) \) \( (i=2) \) from (28). Now using Theorem 14 we conclude that

\[
\alpha \leq \left( \frac{\Omega_1(\phi_i)}{\Omega_2(\phi_q)} \right)^{1/q} \leq \beta, \quad i = 1, 2.
\]

Hence \( \mu_{t,q}(\Omega_i, \Theta) \) \( (i=1,2) \) are means and their monotonicity is followed by (27).

We conclude the paper with the following remarks:

**Remark 2.** One can also consider families of functions given in the last section of [4] to construct a large families of functions which are exponentially convex and new monotonic means.

**Remark 3.** All the results given above can also be given in integral versions using Theorem 8.
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CONVERSES OF JESSEN’S INEQUALITY ON TIME SCALES II

J. BARIĆ, R. JAKŠIĆ AND J. PEČARIĆ

(Communicated by C. P. Niculescu)

Abstract. We obtain new refinements of converse Jessen’s inequality with respect to the multiple Lebesgue delta integral. The applicability of our results is illustrated in refinements of converse inequalities regarding monotonicity properties of generalized means, power means and some refinements of converse Hölder’s inequality, which are all proved in the time scale setting.

1. Introduction

1.1. On time scale calculus

The theory of time scales was introduced by Stefan Hilger in his PhD thesis [13] in 1988 as a unification of the theory of difference equations with that of differential equations, unifying integral and differential calculus with the calculus of finite differences, extending to cases “in between” and offering a formalism for studying hybrid discrete-continuous dynamic systems. It has applications in any field that requires simultaneous modelling of discrete and continuous time. Now, we briefly introduce the time scales calculus and refer to [1, 14, 15] and the books [6, 19] for further details.

By a time scale \( T \) we mean any closed subset of \( \mathbb{R} \). The two most popular examples of time scales are the real numbers \( \mathbb{R} \) and the integers \( \mathbb{Z} \). Since the time scale \( T \) may or may not be connected, we need the concept of jump operators.

For \( t \in T \), we define the forward jump operator \( \sigma : T \to T \) by

\[
\sigma(t) = \inf\{s \in T : s > t\}
\]

and the backward jump operator by

\[
\rho(t) = \sup\{s \in T : s < t\}.
\]

In this definition, the convention is \( \inf \emptyset = \sup T \) (i.e., \( \sigma(t) = t \) if \( T \) has a maximum \( t \)) and \( \sup \emptyset = \inf T \) (i.e., \( \rho(t) = t \) if \( T \) has a minimum \( t \)). If \( \sigma(t) > t \), then we say that \( t \) is right-scattered, and if \( \rho(t) < t \), then we say that \( t \) is left-scattered. Points that are right-scattered and left-scattered at the same time are called isolated. Also, if \( \sigma(t) = t \), then \( t \) is said to be right-dense, and if \( \rho(t) = t \), then \( t \) is said to be left-dense.


Keywords and phrases: Time scale, linear functional, Jessen’s inequality, converses, means, Hölder’s inequality.
Points that are simultaneously right-dense and left-dense are called \emph{dense}. The mapping \( \mu : \mathbb{T} \to [0, \infty) \) defined by \( \mu(t) = \sigma(t) - t \) is called the \emph{graininess function}. If \( \mathbb{T} \) has a left-scattered maximum \( M \), then we denote \( \mathbb{T}^k = \mathbb{T} \setminus \{M\} \); otherwise \( \mathbb{T}^k = \mathbb{T} \). If \( f : \mathbb{T} \to \mathbb{R} \) is a function, then we define the function \( f^\sigma : \mathbb{T} \to \mathbb{R} \) by

\[
f^\sigma(t) = f(\sigma(t)) \quad \text{for all} \quad t \in \mathbb{T}.
\]

In the following considerations, \( \mathbb{T} \) will denote a time scale, \( I_\mathbb{T} = I \cap \mathbb{T} \) will denote a time scale interval (for any open or closed interval \( I \) in \( \mathbb{R} \)), and \([0, \infty)_\mathbb{T} \) will be used for the time scale interval \([0, \infty) \cap \mathbb{T} \).

**DEFINITION 1.** Assume \( f : \mathbb{T} \to \mathbb{R} \) is a function and let \( t \in \mathbb{T}^k \). Then we define \( f^\Delta(t) \) to be the number (provided it exists) with the property that given any \( \varepsilon > 0 \), there is a neighborhood \( U \) of \( t \) such that

\[
| f(\sigma(t)) - f(s) - f^\Delta(t)(\sigma(t) - s) | \leq \varepsilon |\sigma(t) - s| \quad \text{for all} \quad s \in U_\mathbb{T}.
\]

We call \( f^\Delta(t) \) the \emph{delta derivative} of \( f \) at \( t \). We say that \( f \) is \emph{delta differentiable} on \( \mathbb{T}^k \) provided \( f^\Delta(t) \) exists for all \( t \in \mathbb{T}^k \).

For all \( t \in \mathbb{T}^k \), we have the following properties:

(i) If \( f \) is delta differentiable at \( t \), then \( f \) is continuous at \( t \).

(ii) If \( f \) is continuous at \( t \) and \( t \) is right-scattered, then \( f \) is delta differentiable at \( t \) with \( f^\Delta(t) = \frac{f(\sigma(t)) - f(t)}{\mu(t)} \).

(iii) If \( t \) is right-dense, then \( f \) is delta differentiable at \( t \) iff the limit \( \lim_{s \to t} \frac{f(t) - f(s)}{t-s} \) exists as a finite number. In this case, \( f^\Delta(t) = \lim_{s \to t} \frac{f(t) - f(s)}{t-s} \).

(iv) If \( f \) is delta differentiable at \( t \), then \( f(\sigma(t)) = f(t) + \mu(t)f^\Delta(t) \).

**DEFINITION 2.** A function \( f : \mathbb{T} \to \mathbb{R} \) is called \emph{rd-continuous} if it is continuous at all right-dense points in \( \mathbb{T} \) and its left-sided limits are finite at all left-dense points in \( \mathbb{T} \). We denote by \( C_{rd} \) the set of all rd-continuous functions. We say that \( f \) is rd-continuously delta differentiable (and write \( f \in C^1_{rd} \)) if \( f^\Delta(t) \) exists for all \( t \in \mathbb{T}^k \) and \( f^\Delta \in C_{rd} \).

**DEFINITION 3.** A function \( F : \mathbb{T} \to \mathbb{R} \) is called a \emph{delta antiderivative} of \( f : \mathbb{T} \to \mathbb{R} \) if \( F^\Delta(t) = f(t) \) for all \( t \in \mathbb{T}^k \). Then we define the \emph{delta integral} by

\[
\int_a^t f(s) \Delta s = F(t) - F(a).
\]
The importance of rd-continuous function is revealed by the following result.

**Theorem 1.** Every rd-continuous function has a delta antiderivative.

Now we give some properties of the delta integral.

**Theorem 2.** If \( a, b, c \in \mathbb{T} \), \( \alpha \in \mathbb{R} \) and \( f, g \in \mathcal{C}_{rd} \), then

(i) \( \frac{b}{a} \int_a^b (f(t) + g(t)) \Delta t = \frac{b}{a} \int_a^b f(t) \Delta t + \frac{b}{a} \int_a^b g(t) \Delta t \);

(ii) \( \frac{b}{a} \int_a^b \alpha f(t) \Delta t = \alpha \frac{b}{a} \int_a^b f(t) \Delta t \);

(iii) \( \frac{b}{a} \int_a^b f(t) \Delta t = -\alpha \frac{a}{b} \int_a^b f(t) \Delta t \);

(iv) \( \frac{b}{a} \int_a^b f(t) \Delta t = \frac{c}{a} \int_a^b f(t) \Delta t + \frac{b}{c} \int_a^c f(t) \Delta t \);

(v) \( \frac{a}{b} \int_a^b f(t) \Delta t = 0 \);

(vi) if \( f(t) \geq 0 \) for all \( t \), then \( \frac{b}{a} \int_a^b f(t) \Delta t \geq 0 \).

1.2. On positive linear functionals and time scale integrals

First we recall the following definition from [22].

**Definition 4.** Let \( E \) be a nonempty set and \( L \) be a linear class of real-valued functions \( f : E \rightarrow \mathbb{R} \) having the following properties.

\((L_1)\) If \( f, g \in L \) and \( \alpha, \beta \in \mathbb{R} \), then \( (\alpha f + \beta g) \in L \).

\((L_2)\) If \( f(t) = 1 \) for all \( t \in E \), then \( f \in L \).

A positive linear functional is a functional \( A : L \rightarrow \mathbb{R} \) having the following properties.

\((A_1)\) If \( f, g \in L \) and \( \alpha, \beta \in \mathbb{R} \), then \( A(\alpha f + \beta g) = \alpha A(f) + \beta A(g) \).

\((A_2)\) If \( f \in L \) and \( f(t) \geq 0 \) for all \( t \in E \), then \( A(f) \geq 0 \).

In [2, 3, 4, 10], the authors presented a series of inequalities for the time scale integral and showed that it is not necessary to prove that kind of inequalities “from scratch” in the time scale setting as they can be obtained easily from well-known inequalities for positive linear functionals since the time scale integral is in fact a positive linear functional. Consequently, the results on classical inequalities, whose generalizations for the positive linear functionals are given in the monograph [22], could be used for obtaining new inequalities for the time scale integral.

Now we quote three theorems from [2] that we need in our research.
Theorem 3. Let $\mathbb{T}$ be a time scale. For $a, b \in \mathbb{T}$ with $a < b$, let
\[ E = [a, b) \cap \mathbb{T} \quad \text{and} \quad L = C_{rd}(E, \mathbb{R}). \]
Then $(L_1)$ and $(L_2)$ are satisfied. Moreover, delta integral
\[ \int_{a}^{b} f(t) \Delta t, \]
is a positive linear functional which satisfies conditions $(A_1)$ and $(A_2)$.

Corresponding versions of Theorem 3 for nabla and $\alpha$-diamond integrals are also given in [2].

Multiple Riemann integration and multiple Lebesgue integration on time scale was introduced in [8] and [9], respectively, and both integrals are also a positive linear functionals.

Theorem 4. Let $\mathbb{T}_1, \ldots, \mathbb{T}_n$ be time scales. For $a_i, b_i \in \mathbb{T}_i$ with $a_i < b_i$, $1 \leq i \leq n$, let
\[ \mathcal{E} \subset (\mathbb{R}) \times \cdots \times (\mathbb{R}) \]
be Lebesgue $\Delta$-measurable and let $L$ be the set of all $\Delta$-measurable functions from $\mathcal{E}$ to $\mathbb{R}$. Then $(L_1)$ and $(L_2)$ are satisfied. Moreover, multiple Lebesgue delta integral on time scales
\[ \int_{\mathcal{E}} f(t) \Delta t, \]
is positive linear functional and satisfies conditions $(A_1)$ and $(A_2)$.

Theorem 5. Under the assumptions of Theorem 4, delta integral
\[ \int_{\mathcal{E}} |h(t)| f(t) \Delta t \]
\[ \int_{\mathcal{E}} |h(t)| \Delta t, \]
where $h : \mathcal{E} \to \mathbb{R}$ is $\Delta$-integrable and $\int_{\mathcal{E}} |h(t)| \Delta t > 0$, is also a positive linear functional satisfying $(A_1)$, $(A_2)$ and $A(1) = 1$.

1.3. On Jessen and Lah–Ribarič inequalities

Using the known Jessen inequality for positive linear functionals ([22, Theorem 2.4]) and Theorem 5, M. Anwar, R. Bibi, M. Bohner and J. Pečarić proved in [2] the following generalization of Jessen’s inequality on time scales.
THEOREM 6. Assume $\phi \in C(I, \mathbb{R})$ is convex, where $I \subset \mathbb{R}$ is an interval. Let $\mathcal{E} \subset \mathbb{R}^n$ be as in Theorem 4 and suppose $f$ is $\Delta$-integrable on $\mathcal{E}$ such that $f(\mathcal{E}) = I$. Moreover, let $h : \mathcal{E} \to \mathbb{R}$ be $\Delta$-integrable such that $\int_{\mathcal{E}} |h(t)| \Delta t > 0$. Then

$$
\phi \left( \frac{\int_{\mathcal{E}} |h(t)| f(t) \Delta t}{\int_{\mathcal{E}} |h(t)| \Delta t} \right) \leq \frac{\int_{\mathcal{E}} |h(t)| \phi(f(t)) \Delta t}{\int_{\mathcal{E}} |h(t)| \Delta t}.
$$

Lah and Ribarič proved in [20] the converse of Jensen’s inequality for convex functions (see also [21]). Beesack and Pečarić gave in [7] the generalization of Lah–Ribarič’s inequality for positive linear functionals. Applying the fact that the multiple Lebesgue delta time scale integral is a positive linear functional (Theorem 5) to Beesack–Pečarić’s result from [7], the following theorem is proved in [2].

THEOREM 7. Assume $\phi \in C(I, \mathbb{R})$ is convex, where $I = [m, M] \subset \mathbb{R}$, with $m < M$. Let $\mathcal{E} \subset \mathbb{R}^n$ be as in Theorem 4 and suppose $f$ is $\Delta$-integrable on $\mathcal{E}$ such that $f(\mathcal{E}) = I$. Moreover, let $h : \mathcal{E} \to \mathbb{R}$ be $\Delta$-integrable such that $\int_{\mathcal{E}} |h(t)| \Delta t > 0$. Then

$$
\int_{\mathcal{E}} \frac{|h(t)| \phi(f(t)) \Delta t}{\int_{\mathcal{E}} |h(t)| \Delta t} \leq \frac{M - m}{M - m} \phi(m) + \frac{M - m}{M - m} \phi(M).
$$

Recently, in their paper [16], R. Jakšić and J. Pečarić presented new converses of the Jessen and Lah-Ribarič inequalities. Now, we quote their main result.

THEOREM 8. Let $\phi$ be a continuous convex function on an interval of real numbers $I$ and $m, M \in \mathbb{R}$, $m < M$, with $[m, M] \subset \text{Int}(I)$, where $\text{Int}(I)$ is the interior of $I$. Let $L$ satisfy conditions $(L_1)$, $(L_2)$ on $\mathcal{E}$ and let $A$ be any positive linear functional on $L$ with $A(1) = 1$. If $f \in L$ satisfies the bounds

$$
-\infty < m \leq f(t) \leq M < \infty \quad \text{for every} \quad t \in \mathcal{E}
$$

and $\phi \circ f \in L$, then

\[
0 \leq A(\phi(f)) - \phi(A(f)) \leq (M - A(f))(A(f) - m) \sup_{t \in [m, M]} \Psi_{\phi}(t; m, M) \leq (M - A(f))(A(f) - m) \left( \frac{\phi'(M) - \phi''(m)}{M - m} \right) \leq \frac{1}{4} (M - m)(\phi'(M) - \phi''(m)),
\]

where $\phi'(M) = \lim_{x \to M^-} \frac{\phi(x) - \phi(M)}{x - M}$ is a left hand derivate of $\phi$ at $M$, and $\phi''(M) = \lim_{x \to M^+} \frac{\phi(x) - \phi(M)}{x - M}$ is a right hand derivate of $\phi$ at $M$, $x \in I$. We also have the inequalities
0 \leq A(\phi(f)) - \phi(A(f)) \leq \frac{1}{4}(M - m)^2 \Psi_\phi(A(f); m, M)
\leq \frac{1}{4}(M - m)(\phi'_-(M) - \phi'_+(m)),

where \( \Psi_\phi(\cdot; m, M) : (m, M) \to \mathbb{R} \) is defined by

\[ \Psi_\phi(t; m, M) = \frac{1}{M - m} \left( \frac{\phi(M) - \phi(t)}{M - t} - \frac{\phi(t) - \phi(m)}{t - m} \right). \]

If \( \phi \) is concave on \( I \), then all inequalities in (2) and (3) are reversed.

**2. New results**

In this section, we prove converses of Jessen’s inequality on time scales which refine the results given in [5] for multiple Lebesgue delta integral. For simplicity, we introduce the following notations

\[ L_\Delta(f) = \int_{\mathcal{E}} f(t) \Delta t \quad \text{and} \quad T_\Delta(f, h) = \frac{\int_{\mathcal{E}} f(t) |h(t)| \Delta t}{\int_{\mathcal{E}} |h(t)| \Delta t}, \]

where \( f, h : \mathcal{E} \to \mathbb{R} \) are \( \Delta \)-integrable and \( \int_{\mathcal{E}} |h(t)| \Delta t > 0 \).

**Theorem 9.** Let \( \phi \in C(I, \mathbb{R}) \) be convex, where \( I = [m, M] \subset \mathbb{R} \), with \( m < M \). Assume \( \mathcal{E} \subset \mathbb{R}^n \) is as in Theorem 4 and suppose \( f \) is \( \Delta \)-integrable on \( \mathcal{E} \) such that \( f(\mathcal{E}) = I \). Moreover, let \( h : \mathcal{E} \to \mathbb{R} \) be \( \Delta \)-integrable such that \( \int_{\mathcal{E}} |h(t)| \Delta t > 0 \). Then

\[ 0 \leq T_\Delta(\phi(f), h) - \phi(T_\Delta(f, h)) \leq (M - T_\Delta(f, h))(T_\Delta(f, h) - m) \sup_{t \in (m, M)} \Psi_\phi(t; m, M) \leq (M - T_\Delta(f, h))(T_\Delta(f, h) - m) \cdot \frac{\phi'_-(M) - \phi'_+(m)}{M - m} \]

\[ \leq \frac{1}{4}(M - m)(\phi'_-(M) - \phi'_+(m)), \]

where \( \Psi_\phi(\cdot; m, M) : (m, M) \to \mathbb{R} \) is defined by

\[ \Psi_\phi(t; m, M) = \frac{1}{M - m} \left( \frac{\phi(M) - \phi(t)}{M - t} - \frac{\phi(t) - \phi(m)}{t - m} \right). \]

If \( \phi \) is concave on \( I \), then all inequalities in (4) are reversed.

**Proof.** Since \( \phi \) is a convex function, first inequality in (4) follows from Theorem 6. From Theorem 7, we have

\[ T_\Delta(\phi(f), h) - \phi(T_\Delta(f, h)) \]

\[ \leq \frac{M - T_\Delta(f, h)}{M - m} \phi(m) + \frac{T_\Delta(f, h) - m}{M - m} \phi(M) - \phi(T_\Delta(f, h)) \]
which is the second inequality in (4), provided that \( \overline{T}_\Delta(f,h) \neq m, M \). When \( \overline{T}_\Delta(f,h) \) is equal to \( m \) or \( M \) then inequality (4) is obvious.

Since,

\[
\sup_{t \in (m,M)} \Psi_\phi(t;m,M) = \frac{1}{M-m} \sup_{t \in (m,M)} \left\{ \frac{\phi(M) - \phi(t)}{M-t} - \frac{\phi(t) - \phi(m)}{t-m} \right\}
\]

\[
\leq \frac{1}{M-m} \left( \sup_{t \in (m,M)} \frac{\phi(M) - \phi(t)}{M-t} + \sup_{t \in (m,M)} \frac{- (\phi(t) - \phi(m))}{t-m} \right)
\]

\[
= \frac{1}{M-m} \left( \sup_{t \in (m,M)} \frac{\phi(M) - \phi(t)}{M-t} - \inf_{t \in (m,M)} \frac{\phi(t) - \phi(m)}{t-m} \right) = \frac{\phi'_+(M) - \phi'_-(m)}{M-m},
\]

the third inequality in (4) is true. The last inequality in (4) follows from the elementary estimate \( \frac{(x-m)(x-m)}{M-m} \leq \frac{1}{4} (M-m) \), for every \( x \in \mathbb{R} \). If the function \( \phi \) is concave, then \( -\phi \) is convex, so applying (4) to \( -\phi \) gives the reversed inequalities in (4). This complete the proof. \( \square \)

**Remark 1.** According to (5), with the same assumptions as in Theorem 9, following inequalities are also true

\[
0 \leq \overline{T}_\Delta(\phi(f),h) - \phi(\overline{T}_\Delta(f,h))
\]

\[
\leq \frac{1}{4} (M-m)^2 \Psi_\phi(\overline{T}_\Delta(f,h);m,M)
\]

\[
\leq \frac{1}{4} (M-m)(\phi'_-(M) - \phi'_+(m)).
\]

**3. Applications**

In this section we use the results from Theorem 9 to get new converse inequalities for generalized means, power means and the Hölder inequality in the time scale setting.

**3.1. Generalized means**

Applying classical results to the monotonicity properties of generalized means with respect to the functional \( A \), found in [12, p. 75, Theorem 92] and [22, p. 108, Theorem 4.3], R. Jakšić and J. Pečarić proved in [16] the following converse.
Theorem 10. Let $L$ satisfy $(L_1)$, $(L_2)$ and $A$ satisfy $(A_1)$, $(A_2)$ and $A(1) = 1$. Suppose $\psi, \chi : I \to \mathbb{R}$ are continuous and strictly monotone and $\phi = \chi \circ \psi^{-1}$ is convex, where $I \supset [m, M]$, $-\infty < m < M < \infty$. Then, for every $f \in L$ such that $m \leq f(t) \leq M$, $t \in [m, M]$ and $\psi(f), \chi(f) \in L$, we have

$$0 \leq \chi(M_\chi(f, A)) - \chi(M_\psi(f, A))$$

$$\leq (M_\psi - A(\psi(f)))(A(\psi(f)) - m_\psi) \sup_{t \in (m, M)} \Psi_{\chi \circ \psi^{-1}}(\psi(t); m_\psi, M_\psi)$$

$$\leq (M_\psi - A(\psi(f)))(A(\psi(f)) - m_\psi) \frac{[\chi \circ \psi^{-1}]_{-}(M_\psi) - [\chi \circ \psi^{-1}]_{+}(m_\psi)}{M_\psi - m_\psi}$$

$$\leq \frac{1}{4}(M_\psi - m_\psi)([\chi \circ \psi^{-1}]_{-}(M_\psi) - [\chi \circ \psi^{-1}]_{+}(m_\psi)), \tag{6}$$

where $[m_\psi, M_\psi] = \psi([m, M])$ and $M_\psi(f, A) = \psi^{-1}(A(\psi(f)))$ is a generalized mean with respect to the operator $A$ and function $\psi$. If $\phi$ is concave, then all inequalities in (6) are reversed.

Using the generalized mean on time scales, with respect to the multiple Lebesgue delta integral ([5]), from Theorem 9 and Theorem 10 we deduce the following result.

Theorem 11. Suppose $I = [m, M]$, $-\infty < m < M < \infty$, $\psi, \chi : I \to \mathbb{R}$ are continuous and strictly monotone and $\phi = \chi \circ \psi^{-1}$ is convex. Assume $\mathcal{E} \subset \mathbb{R}^n$ is as in Theorem 4 and $f, h : \mathcal{E} \to \mathbb{R}$ are $\Delta$-integrable on $\mathcal{E}$ such that $f(\mathcal{E}) = I$ and $\int_{\mathcal{E}} |h(t)| \Delta t > 0$. Then,

$$0 \leq \chi(M_{\chi}(f, T_\Delta)) - \chi(M_{\psi}(f, T_\Delta))$$

$$\leq (M_\psi - T_\Delta(\psi(f), h))(T_\Delta(\psi(f), h) - m_\psi) \sup_{t \in (m, M)} \Psi_{\chi \circ \psi^{-1}}(\psi(t); m_\psi, M_\psi)$$

$$\leq (M_\psi - T_\Delta(\psi(f), h))(T_\Delta(\psi(f), h) - m_\psi) \times \frac{([\chi \circ \psi^{-1}]_{-}(M_\psi) - (\chi \circ \psi^{-1})_{+}(m_\psi))}{M_\psi - m_\psi} \tag{7}$$

$$\leq \frac{1}{4}(M_\psi - m_\psi)([\chi \circ \psi^{-1}]_{-}(M_\psi) - (\chi \circ \psi^{-1})_{+}(m_\psi)),$$

where $[m_\psi, M_\psi] = \psi([m, M])$. If $\phi$ is concave, then all inequalities in (7) are reversed.

Proof. The claim follows from Theorem 4, Theorem 9 and Theorem 10. \hfill \Box

3.2. Power means

The following result on power means with respect to a positive linear functional is proved in [16].
Theorem 12. Let \( L \) satisfy \((L_1), (L_2)\) and \( A \) satisfy \((A_1), (A_2)\) with \( A(1) = 1 \). Let \( 0 < m \leq f(t) \leq M < \infty \) for \( t \in E, f^r, f^s, \log f \in L \) for \( r, s \in \mathbb{R}, r < s \) and let
\[
\phi(t) = \begin{cases} 
\frac{t^s}{r} & : r \neq 0, s \neq 0, \\
\frac{1}{r} \log t & : r \neq 0, s = 0, \\
e^{st} & : r = 0, s \neq 0.
\end{cases}
\]
If \( 0 < r < s \) or \( r < 0 < s \), then
\[
0 \leq (M^{[s]}(f, A))^t - (M^{[r]}(f, A))^s \\
\leq (M^r - A(f^r))(A(f^r) - m^r) \sup_{t \in (m,M)} \Psi_\Phi(t^r; M^r, m^r) \\
\leq \frac{s}{r} (M^r - A(f^r))(A(f^r) - m^r) \frac{M^{s-r} - m^{s-r}}{M^r - m^r} \\
\tag{9}
\leq \frac{s}{4r} (M^r - m^r)(M^{s-r} - m^{s-r}).
\]
If \( r < s < 0 \), then
\[
0 \geq (M^{[s]}(f, A))^t - (M^{[r]}(f, A))^s \\
\geq (M^r - A(f^r))(A(f^r) - m^r) \sup_{t \in (m,M)} \Psi_\Phi(t^r; M^r, m^r) \\
\geq \frac{s}{r} (M^r - A(f^r))(A(f^r) - m^r) \frac{M^{s-r} - m^{s-r}}{M^r - m^r} \\
\geq \frac{s}{4r} (M^r - m^r)(M^{s-r} - m^{s-r}). \\
\tag{10}
\]
If \( s = 0 \) and \( r < 0 \), then
\[
0 \leq \log (M^{[0]}(f, A)) - \log (M^{[r]}(f, A)) \\
\leq (M^r - A(f^r))(A(f^r) - m^r) \sup_{t \in (m,M)} \Psi_\Phi(t^r; M^r, m^r) \\
\leq -\frac{1}{r} \frac{(M^r - A(f^r))(A(f^r) - m^r)}{M^r m^r} \\
\leq \frac{1}{4r} (m^r - M^r) \left( \frac{1}{m^r} - \frac{1}{M^r} \right). \\
\tag{11}
\]
If \( r = 0 \) and \( s > 0 \), then
\[
0 \leq (M^{[s]}(f, A))^t - (M^{[0]}(f, A))^s \\
\leq (\log M - A(\log f))(A(\log f) - \log m) \sup_{t \in (m,M)} \Psi_\Phi(\log t; \log m, \log M) \\
\leq s(\log M - A(\log f))(A(\log f) - \log m) \frac{M^s - m^s}{\log M - \log m} \\
\leq s(M^s - m^s) \log \frac{M}{m}. \\
\tag{12}
\]
According to definition of power mean on time scales with respect of the multiple Lebesgue delta integral ([5]), from the Theorem 12 we derive the following result.

**THEOREM 13.** Suppose ℰ ⊂ \( \mathbb{R}^n \) is as in Theorem 4, \( f \) is Δ-integrable on ℰ such that \( f(ℰ) = 1 \) and \( 0 < m \leq f(t) \leq M < \infty \), for \( t \in ℰ \), \( m, M \in \mathbb{R} \). Let \( h : ℰ \to \mathbb{R} \) be Δ-integrable such that \( \int_{ℰ} |h(t)| \Delta t > 0 \). For \( r, s \in \mathbb{R} \) suppose \( f^r, f^s, (\log f) \) are Δ-integrable on ℰ.

(i) If \( 0 < r < s \) or \( r < 0 < s \), then

\[
0 \leq \left( M^s \left( f, \overline{L}_\Delta \right) \right)^s - \left( M^r \left( f, \overline{L}_\Delta \right) \right)^s \\
\leq (M^r - \overline{L}_\Delta(f^r, h)) (\overline{L}_\Delta(f^r, h) - m^r) \sup_{t \in \langle m, M \rangle} \Psi_\phi(t^r; m^r, M^r) \\
\leq \frac{s}{r} (M^r - \overline{L}_\Delta(f^r, h)) (\overline{L}_\Delta(f^r, h) - m^r) \frac{M^{s-r} - m^{s-r}}{M^r - m^r} \\
\leq \frac{s}{4r} (M^r - m^r) (M^{s-r} - m^{s-r}) .
\]

(ii) If \( r < s < 0 \), then

\[
0 \geq \left( M^s \left( f, \overline{L}_\Delta \right) \right)^s - \left( M^r \left( f, \overline{L}_\Delta \right) \right)^s \\
\geq (M^r - \overline{L}_\Delta(f^r, h)) (\overline{L}_\Delta(f^r, h) - m^r) \sup_{t \in \langle m, M \rangle} \Psi_\phi(t^r; m^r, M^r) \\
\geq \frac{s}{r} (M^r - \overline{L}_\Delta(f^r, h)) (\overline{L}_\Delta(f^r, h) - m^r) \frac{M^{s-r} - m^{s-r}}{M^r - m^r} \\
\geq \frac{s}{4r} (M^r - m^r) (M^{s-r} - m^{s-r}) .
\]

(iii) If \( s = 0 \) and \( r < 0 \), then

\[
0 \leq \log \left( M^0 \left( f, \overline{L}_\Delta \right) \right) - \log \left( M^r \left( f, \overline{L}_\Delta \right) \right) \\
\leq (M^r - \overline{L}_\Delta(f^r, h)) (\overline{L}_\Delta(f^r, h) - m^r) \sup_{t \in \langle m, M \rangle} \Psi_\phi(t^r; M^r, m^r) \\
\leq -\frac{1}{r} \frac{(M^r - \overline{L}_\Delta(f^r, h)) (\overline{L}_\Delta(f^r, h) - m^r)}{M^r m^r} \\
\leq -\frac{1}{4r} \frac{(M^r - m^r)^2}{M^r m^r} .
\]

(iv) If \( r = 0 \) and \( s > 0 \), then

\[
0 \leq \left( M^s \left( f, \overline{L}_\Delta \right) \right)^s - \left( M^0 \left( f, \overline{L}_\Delta \right) \right)^s \\
\leq (\log M - \overline{L}_\Delta(\log f, h)) (\overline{L}_\Delta(\log f, h) - \log m) \\
\times \sup_{t \in \langle m, M \rangle} \Psi_\phi(\log t; \log m, \log M) \\
\]
\[
\leq (\log M - L_\Delta(\log f, h)) \left( L_\Delta(\log f, h) - \log m \right) \cdot \frac{s(M^s - m^s)}{\log M - \log m} \tag{16}
\]

Proof. The claim follows from Theorem 4, Theorem 9 and Theorem 12. \[\square\]

3.3. Hölder’s inequality

The following theorem gives Hölder’s inequality for delta time scale integrals proved in [2].

**Theorem 14.** Assume \( \mathcal{E} \subset \mathbb{R}^n \) is as in Theorem 4 and \(|w||f|^p, |w||g|^q, |wfg|\) are \( \Delta \)-integrable on \( \mathcal{E} \), where \( p > 1 \) and \( q = p/(p - 1) \). Then,

\[
\int_{\mathcal{E}} |w(t)f(t)g(t)| \Delta t \leq \left( \int_{\mathcal{E}} |w(t)||f(t)|^p \Delta t \right)^{\frac{1}{p}} \left( \int_{\mathcal{E}} |w(t)||g(t)|^q \Delta t \right)^{\frac{1}{q}}.
\]

This inequality is reversed if \( 0 < p < 1 \) and \( \int_{\mathcal{E}} |w(t)||g(t)|^q \Delta t > 0 \), and it is also reversed if \( p < 0 \) and \( \int_{\mathcal{E}} |w(t)||f(t)|^p \Delta t > 0 \).

Next, we refine the converse Hölder’s inequalities on time scales, proved in [5].

**Theorem 15.** Assume \( \mathcal{E} \subset \mathbb{R}^n \) is as in Theorem 4 and \( w, f, g \) are real functions on \( \mathcal{E} \) such that \( w, f, g \geq 0 \). For \( m, M \in \mathbb{R} \) such that \( -\infty < m < M < \infty \) let \( m \leq f(t)g^q(t) \leq M, t \in \mathcal{E} \). If \( w^p, w^q, wfg \) are \( \Delta \)-integrable on \( \mathcal{E} \) and \( \int_{\mathcal{E}} w(t)g^q(t) \Delta t > 0 \), where \( p > 1 \) and \( q = p/(p - 1) \), then

\[
0 \leq \left( \int_{\mathcal{E}} w(t)f^p(t) \Delta t \right)^{\frac{p}{q}} \left( \int_{\mathcal{E}} w(t)g^q(t) \Delta t \right) - \left( \int_{\mathcal{E}} w(t)f(t)g(t) \Delta t \right)^{p}\]

\[
\leq \left( M \int_{\mathcal{E}} w(t)g^q(t) \Delta t - \int_{\mathcal{E}} w(t)f(t)g(t) \Delta t \right)^{p-2} \left( \int_{\mathcal{E}} w(t)f(t)g(t) \Delta t - m \int_{\mathcal{E}} w(t)g^q(t) \Delta t \right) \times \sup_{t \in (m,M)} \Psi_\phi(t; m, M) \cdot \left( \int_{\mathcal{E}} w(t)g^q(t) \Delta t \right)^{p-2} \tag{17}
\]

\[
\leq \left( M \int_{\mathcal{E}} w(t)g^q(t) \Delta t - \int_{\mathcal{E}} w(t)f(t)g(t) \Delta t \right)^{p-2} \left( \int_{\mathcal{E}} w(t)f(t)g(t) \Delta t - m \int_{\mathcal{E}} w(t)g^q(t) \Delta t \right) \times \frac{p(M^p - m^p)}{M - m} \cdot \left( \int_{\mathcal{E}} w(t)g^q(t) \Delta t \right)^{p-2}
\]
\[ \frac{p}{4} (M - m)(M^{p-1} - m^{p-1}) \left( \int_{\mathcal{E}} w(t)g^q(t) \Delta t \right)^p. \]

For \( p < 0 \), inequalities (17) hold if \( \int_{\mathcal{E}} w(t)f(t)g(t) \Delta t > 0, t \in \mathcal{E} \). In case \( 0 < p < 1 \), all inequalities in (17) are reversed.

**Proof.** Inequalities (17) follow directly from Theorem 9 by taking the function \( \phi (t) = t^p \) and replacing \( h \) by \( wg^q \) and \( f \) by \( fg^{-\frac{q}{p}} \). For \( p < 0 \) and \( p > 1 \), the function \( t^p \) is convex and inequalities (17) follow from inequalities (4). For \( 0 < p < 1 \), the function \( t^p \) is concave and, according to Theorem 9, all inequalities in (17) will be reversed. \( \square \)

**Theorem 16.** Assume \( \mathcal{E} \subset \mathbb{R}^n \) is as in Theorem 4 and \( f, g \geq 0 \) such that \( f^p, g^q, fg \) are \( \Delta \)-integrable on \( \mathcal{E} \) and \( \int_{\mathcal{E}} g^q(t) \Delta t > 0 \), where \( 0 < p < 1 \) and \( q = p/(p - 1) \).

For \( m, M \in \mathbb{R} \) such that \( -\infty < m < M < \infty \), let \( m \leq f(t)g^{-q}(t) \leq M, t \in \mathcal{E} \). Then,

\[ 0 \leq \int_{\mathcal{E}} f(t)g(t) \Delta t - \left( \int_{\mathcal{E}} f^p(t) \Delta t \right)^{\frac{1}{p}} \left( \int_{\mathcal{E}} g^q(t) \Delta t \right)^{\frac{1}{q}} \leq \frac{1}{\int_{\mathcal{E}} g^q(t) \Delta t} \left( M \int_{\mathcal{E}} g^q(t) \Delta t - \int_{\mathcal{E}} f^p(t) \Delta t \right) \cdot \left( \int_{\mathcal{E}} f^p(t) \Delta t - m \int_{\mathcal{E}} g^q(t) \Delta t \right) \]

\[ \times \sup_{t \in (m, M)} \Psi_{\phi}(t;m,M) \tag{18} \]

\[ \leq \frac{1}{p} \cdot \frac{M^{\frac{1}{q}} - m^{\frac{1}{q}}}{M - m} \cdot \frac{1}{\int_{\mathcal{E}} g^q(t) \Delta t} \left( M \int_{\mathcal{E}} g^q(t) \Delta t - \int_{\mathcal{E}} f^p(t) \Delta t \right) \]

\[ \times \left( \int_{\mathcal{E}} f^p(t) \Delta t - m \int_{\mathcal{E}} g^q(t) \Delta t \right) \]

\[ \leq \frac{1}{4p} (M - m) \left( M^{\frac{1}{q}} - m^{\frac{1}{q}} \right) \int_{\mathcal{E}} g^q(t) \Delta t. \]

For \( p < 0 \), inequalities (18) hold if \( \int_{\mathcal{E}} f^p(t) \Delta t > 0, t \in \mathcal{E} \). In case \( p > 1 \), all inequalities in (18) are reversed.

**Proof.** Inequalities (18) follow directly from Theorem 9 by taking the function \( \phi (t) = t^\frac{1}{p} \) and replacing \( h \) by \( g^q \) and \( f \) by \( \frac{f^p}{g^q} \). Namely, when \( p < 1 \), the function \( t^\frac{1}{p} \) is convex and inequalities (18) follow from inequalities (4). For \( p > 1 \), the function \( t^p \) is concave and, according to Theorem 9, all inequalities in (18) will be reversed. \( \square \)
THEOREM 17. Assume $\mathcal{E} \subset \mathbb{R}^n$ is as in Theorem 4 and $f, g \geq 0$ such that $g^q, fg$ are $\Delta$-integrable on $\mathcal{E}$ and $\int_{\mathcal{E}} g^q(t) \Delta t > 0$, where $p < 0$ or $p > 1$ and $q = p/(p-1)$. Let $m, M \in \mathbb{R}$ such that $-\infty < m < M < \infty$ and $m \leq f(t)g^{1-q}(t) \leq M$, $t \in \mathcal{E}$. Then,

$$0 \leq \int_{\mathcal{E}} f^p(t) \Delta t \cdot \left( \int_{\mathcal{E}} g^q(t) \Delta t \right)^{\frac{p}{q}} - \left( \int_{\mathcal{E}} f(t)g(t) \Delta t \right)^{p}$$

$$\leq \left( M \int_{\mathcal{E}} g^q(t) \Delta t - \int_{\mathcal{E}} f(t)g(t) \Delta t \right) \left( \int_{\mathcal{E}} f(t)g(t) \Delta t - m \int_{\mathcal{E}} g^q(t) \Delta t \right)$$

$$\times \left( \int_{\mathcal{E}} g^q(t) \Delta t \right)^{p-2} \sup_{t \in (m,M)} \Psi_{\phi}(t;m,M)$$

$$\leq \left( M \int_{\mathcal{E}} g^q(t) \Delta t - \int_{\mathcal{E}} f(t)g(t) \Delta t \right) \left( \int_{\mathcal{E}} f(t)g(t) \Delta t - m \int_{\mathcal{E}} g^q(t) \Delta t \right)$$

$$\times \frac{p(M^{p-1} - m^{p-1})}{M - m} \cdot \left( \int_{\mathcal{E}} g^q(t) \Delta t \right)^{p-2}$$

$$\leq \frac{p}{4} (M - m)(M^{p-1} - m^{p-1}) \left( \int_{\mathcal{E}} g^q(t) \Delta t \right)^{p}.$$  

In case $0 < p < 1$, all inequalities in (19) are reversed.

Proof. Inequalities (19) follow directly from Theroem 9 by taking the function $\phi$ to be of the form $\phi(t) = t^p$ and replacing $h$ by $g^q$ and $f$ by $fg^{1-q}$. Namely, for $p < 0$ or $p > 1$, the function $t^p$ is convex and inequalities (19) follow from inequalities (4). For $0 < p < 1$, the function $t^p$ is concave and, according to Theorem 9, all inequalities in (19) will be reversed. \qed

3.4. Additional improvements

Recently, R. Jakšić and J. E. Pečarić proved in [17] new refinement of the converse Jensen inequality for normalized positive linear functionals, given in Theorem 8. Using that result, we derive the following theorem which refines inequality (4) from Theorem 9.

THEOREM 18. Let $\phi \in C(I, \mathbb{R})$ be convex, where $I = [m,M] \subset \mathbb{R}$, with $m < M$. Assume $\mathcal{E} \subset \mathbb{R}^n$ and $L$ are as in Theorem 4 with additional property that for every $f, g \in L$ we have that $\min\{f, g\} \in L$ and $\max\{f, g\} \in L$. Let $f$ be $\Delta$-integrable on $\mathcal{E}$ such that $f(\mathcal{E}) = I$. Moreover, let $h : \mathcal{E} \rightarrow \mathbb{R}$ be $\Delta$-integrable such that $\int_{\mathcal{E}} |h(t)| \Delta t > 0$. 


Then,
\[ 0 \leq \vartriangle_{\Delta}(\phi(f), h) - \phi(\vartriangle_{\Delta}(f, h)) \leq (M - \vartriangle_{\Delta}(f, h)) (\vartriangle_{\Delta}(f, h) - m) \sup_{t \in \langle m, M \rangle} \Psi_{\phi}(t; m, M) - \vartriangle_{\Delta}(\tilde{f}, h) \delta_{\phi} \]
\[ \leq (M - \vartriangle_{\Delta}(f, h)) (\vartriangle_{\Delta}(f, h) - m) \cdot \frac{\phi'(M) - \phi'(m)}{M - m} - \vartriangle_{\Delta}(\tilde{f}, h) \delta_{\phi} \]
\[ \leq \frac{1}{4} (M - m)(\phi'(M) - \phi'(m)) - \vartriangle_{\Delta}(\tilde{f}, h) \delta_{\phi}, \tag{20} \]

where
\[ \tilde{f} = \frac{1}{2} - \frac{|f - \frac{m+m}{2}|}{M - m}, \quad \delta_{\phi} = \phi(m) + \phi(M) - 2\phi \left( \frac{m+M}{2} \right) \]

and \( \Psi_{\phi} (\cdot; m, M) : \langle m, M \rangle \rightarrow \mathbb{R} \) is defined by
\[ \Psi_{\phi}(t; m, M) = \frac{1}{M - m} \left( \frac{\phi(M) - \phi(t)}{M - t} - \frac{\phi(t) - \phi(m)}{t - m} \right). \]

If \( \phi \) is concave on \( I \), then the above inequalities are reversed.

**Proof.** Inequality (20) follows directly from the main result of [17] and the fact that multiple Lebesgue delta integral is a positive linear functional. \( \square \)

**Remark 2.** Using the reasoning shown in Theorem 18, the refinements of all inequalities proved in this paper in Theorem 10, Theorem 11, Theorem 12 and Theorem 13 can be obtained.

**Acknowledgement.** This work has been fully supported by Croatian Science Foundation under the project 5435.

**References**


(Received March 16, 2016)

J. Barić
Faculty of Electrical Engineering
Mechanical Engineering and Naval Architecture
University of Split
Rudjera Boškovića 32, 21000 Split, Croatia
E-mail: jbaric@fesb.hr

R. Jakšić
Faculty of Textile Technology, University of Zagreb
Prilaz baruna Filipovića 28a, 10000 Zagreb, Croatia
E-mail: rozarija.jaksic@ttf.hr

J. Pečarić
Faculty of Textile Technology, University of Zagreb
Prilaz baruna Filipovića 28a, 10000 Zagreb, Croatia
E-mail: pecaric@mahazu.hazu.hr
ON A PROBLEM CONNECTED WITH STRONGLY CONVEX FUNCTIONS

MIROSŁAW ADAMEK

Abstract. In this paper we show that the result obtained by Nikodem and Páles in [3] can be extended to a more general case. In particular, for a non-negative function $F$ defined on a real vector space we define $F$-strongly convex functions and show that such functions are in the form $g + F^*$, where $g$ is a convex function and $F^*$ is a function associated with function $F$, iff $F^*$ is a quadratic function. Using this result, we get a characterization of quadratic functions.

1. Introduction

Let $(X, \|\cdot\|)$ be a real normed space, $D$ stand for a convex subset of $X$ and $c$ be a positive constant. A function $f : D \to \mathbb{R}$ is called strongly convex with modulus $c$ if

$$f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - ct(1-t)\|x-y\|^2,$$

for all $x, y \in D$ and $t \in (0,1)$.

Such functions have been introduced by Polyak in [4] and as it turns out they play an important role in optimization theory. Strongly convex functions have also been studied by many authors, among others, see [1], [5], [6]. A function $f : D \to \mathbb{R}$ is called strongly Jensen convex with modulus $c$ if

$$f\left(\frac{x+y}{2}\right) \leq \frac{f(x) + f(y)}{2} - \frac{c}{4}\|x-y\|^2,$$

for all $x, y \in D$.

In [3] the authors present relations between strongly convex (strongly Jensen convex) and convex (Jensen convex) functions. In particular, they show that each strongly convex function (strongly Jensen convex function) is in the form $g + \|\cdot\|^2$, where $g$ is a convex function (Jensen convex function) iff the space $(X, \|\cdot\|)$ is an inner product space.

Now, if in (1) and (2) we replace $c \|\cdot\|^2$, with a non-negative function $F$ defined on $X$ we get the following inequalities, respectively.

$$f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - t(1-t)F(x-y),$$


Keywords and phrases: Strongly convex function, strongly $F$-convex function, quadratic function.
for all \( x, y \in D \) and \( t \in (0, 1) \).

\[
f\left(\frac{x+y}{2}\right) \leq \frac{f(x) + f(y)}{2} - \frac{1}{4} F(x-y),
\]

for all \( x, y \in D \).

The main goal of this paper is to resolve a problem of whether for such functions a similar result as Nikodem and Páles got in [3] is possible to obtain.

2. Main result

At the beginning we formally introduce two definitions of functions aforementioned in the introduction.

**Definition 1.** Let \( X \) be a real vector space, \( D \) be a nonempty convex subset of \( X \) and \( F : X \to [0, \infty) \) be a given function. A function \( f : D \to \mathbb{R} \) will be called \( F \)-strongly convex if

\[
f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - t(1-t)F(x-y)
\]

for all \( x, y \in D \) and \( t \in (0, 1) \).

**Definition 2.** Let \( X \) be a real vector space, \( D \) be a nonempty convex subset of \( X \) and \( F : X \to [0, \infty) \) be a given function. A function \( f : D \to \mathbb{R} \) we will call \( F \)-strongly \( J \)-convex if

\[
f\left(\frac{x+y}{2}\right) \leq \frac{f(x) + f(y)}{2} - \frac{1}{4} F(x-y)
\]

for all \( x, y \in D \).

Notice that in Definition 1 parameter \( t \) is arbitrary from the segment \((0, 1)\). Thus, function \( f \) is \( F \)-strongly convex if and only if

\[
f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - t(1-t)F(y-x)
\]

for all \( x, y \in D \) and \( t \in (0, 1) \). So, defining the function \( F^* \) by setting

\[
F^*(x) := \max\{F(-x), F(x)\}, \quad x \in X,
\]

we have the following observation.

**Observation 1.** Let \( X \) be a real vector space, \( D \) be a nonempty convex subset of \( X \) and \( F : X \to [0, \infty) \) be a given function. A function \( f : D \to \mathbb{R} \) is \( F \)-strongly convex (\( F \)-strongly \( J \)-convex) if and only if a function \( f : D \to \mathbb{R} \) is \( F^* \)-strongly convex (\( F^* \)-strongly \( J \)-convex).
2.1. $F$-strongly J-convexity

In this section we will consider $F$-strongly J-convex functions and we shall start with three useful lemmas.

**Lemma 1.** Let $X$ be a real vector space, $D$ be a nonempty convex subset of $X$ and $F : X \to [0, \infty)$ be a given quadratic function (i.e. $F(x+y) + F(x-y) = 2F(x) + 2F(y)$). A function $f : D \to \mathbb{R}$ is $F$-strongly J-convex if and only if the function $g = f - F$ is J-convex.

*Proof.* $F$ is a quadratic function thus

\[ \frac{1}{4}F(x-y) = -F\left(\frac{x+y}{2}\right) + \frac{1}{2}F(x) + \frac{1}{2}F(y). \]

Now, the inequality

\[ f\left(\frac{x+y}{2}\right) \leq \frac{f(x) + f(y)}{2} - \frac{1}{4}F(x-y) \]

can by written in an equivalent form

\[ f\left(\frac{x+y}{2}\right) - F\left(\frac{x+y}{2}\right) \leq \frac{f(x) - F(x) + f(y) - F(y)}{2}. \]

Taking $g := f - F$ we get

\[ g\left(\frac{x+y}{2}\right) \leq \frac{g(x) + g(y)}{2}. \]

□

**Lemma 2.** Let $X$ be a real vector space and $F : X \to [0, \infty)$ be a function that is even. If the function $F$ is $F$-strongly J-convex, then $F\left(\frac{1}{4}x\right) = \frac{1}{4}F(x)$ far all $x \in X$.

*Proof.* We are assuming the inequality

\[ F\left(\frac{x+y}{2}\right) \leq \frac{F(x) + F(y)}{2} - \frac{1}{4}F(x-y), \quad x,y \in X. \quad (3) \]

From the above inequality with $x = y = 0$ and non-negativity of $F$ we get $F(0) = 0$. Now, taking $y = 0$ we have

\[ F\left(\frac{x}{2}\right) \leq \frac{1}{4}F(x), \quad x \in X. \]

Moreover, putting $y = -x$, substituting $x$ with $\frac{x}{2}$ in (3) and using evenness of $F$ we obtain

\[ \frac{1}{4}F(x) \leq F\left(\frac{x}{2}\right), \quad x \in X. \]

Thus

\[ F\left(\frac{x}{2}\right) = \frac{1}{4}F(x), \quad x \in X. \quad (4) \]

□
Lemma 3. Let $X$ be a real vector space and $F : X \to [0, \infty)$ be a function that is even. The function $F$ is $F$-strongly $J$-convex if and only if $F$ is a quadratic function.

Proof. Suppose that $F$ is $F$-strongly $J$-convex. From Definition 2 and Lemma 2 we get
\[ F(x + y) + F(x - y) \leq 2F(x) + 2F(y), \quad x, y \in X. \]
Now, putting $x + y = u$ and $x - y = v$ in the above inequality and using once more Lemma 2 we obtain
\[ F(u + v) + F(u - v) \geq 2F(u) + 2F(v), \quad u, v \in X. \]
Thus
\[ F(x + y) + F(x - y) = 2F(x) + 2F(y), \quad x, y \in X. \]
The reverse implication is obviously true. □

The next result gives the solution of the problem aforementioned in case of $F$-strongly $J$-convexity. Moreover, we obtain a characterization of quadratic functions.

Theorem 1. Let $X$ be a real vector space, $D$ be a nonempty convex subset of $X$ and $F : X \to [0, \infty)$ be a given function. The following conditions are equivalent:

1. For all function $f : D \to \mathbb{R}$, $f$ is $F$-strongly $J$-convex if and only if the function $g = f - F^*$ is $J$-convex;
2. The function $F^*$ is $F^*$-strongly $J$-convex;
3. The function $F^*$ is a quadratic function.

Proof. Assuming (1) and taking $g = 0$ we obtain that $F^* = f$. Thus $F^*$ is $F$-strongly $J$-convex and from Observation 1, $F^*$ is $F^*$-strongly $J$-convex. So, we have (2). Lemma 3 follows the implication $(2) \Rightarrow (3)$ and from Lemma 1 and Observation 1 we deduce the implication $(3) \Rightarrow (1)$. □

It is well known, that each quadratic and continuous function $F : \mathbb{R}^n \to \mathbb{R}$ can be written in the following form $F(x) = xA^T$, where $A$ is a symmetric matrix of degree $n$. Therefore, from Theorem 1 we have the following corollary.

Corollary 1. For $\ell_p^n$ spaces where $n \geq 2$ we have
\[ 2^{\frac{2s}{p}} \|x + y\|_p^s + 2^{\frac{s - 2}{p}} \|x - y\|_p^s \leq 2^{\frac{s}{p}} \|x\|_p^s + 2^{\frac{s}{p}} \|y\|_p^s, \quad x, y \in \mathbb{R}^n, \]
if and only if $p = s = 2$.

In order to substantiate this corollary let us observe that, multiplying the above inequality by $2^{-\frac{2s}{p}}$, the function $F(x) := \|x\|_p^s$ must be $F$-strongly convex and, of course, $F = F^*$. Therefore, from Theorem 1 the function $F$ must be quadratic and consequently we have that
\[ F(x) = ax_1^2 + bx_1x_2 + cx_2^2, \quad (5) \]
for \( x = (x_1, x_2, 0, \ldots, 0) \in \mathbb{R}^n \). From the definition of \( F \) and (5), it follows that \( a = c \), because \( F(x_1, x_2, 0, \ldots, 0) = F(x_2, x_1, 0, \ldots, 0) \). Now taking \( x_1 = 1, x_2 = 0 \) we conclude that \( a = 1 \). Hence, for \( x_2 = 0 \) with arbitrary \( x_1 \) we get \( s = 2 \). Thus

\[
\sqrt[p]{|x_1|^p + |x_2|^p} = \sqrt{x_1^2 + bx_1x_2 + x_2^2}.
\]

Dividing this equality by \( |x_1| \) and tending with \( |x_1| \) to infinity we obtain \( b = 0 \). Thus

\[
\sqrt[p]{|x_1|^p + |x_2|^p} = \sqrt{x_1^2 + x_2^2}.
\]

Finally, taking in the above equality \( x_1 = x_2 \) we obtain \( p = 2 \).

Observe that if we take \( n = 1 \) in the previous corollary we also get \( s = 2 \) and, of course, the value of \( p \) is unimportant.

At the end of this section, notice that if we additionally assume the continuity of \( F \) in Theorem 1, then the function \( F^* \) must also be homogeneous of degree 2 (i.e. \( F^*(tx) = t^2F^*(x) \) for all \( x \in X \) and \( t \in \mathbb{R} \)) and consequently, using the well known Jordan-von Neumann theorem presented in [2], defines a symmetric bilinear form, thus \( X \) is an inner product space.

### 2.2. Strongly \( F \)-convexity

In this section \( F \)-strongly convex functions will be considered. We start with three lemmas which are analogous to the lemmas presented in the previous section, respectively.

**Lemma 4.** Let \( X \) be a real vector space, \( D \) be a nonempty convex subset of \( X \) and \( F : X \to [0, \infty) \) be a given \( F \)-strongly affine function (i.e. we have “” instead of “” in Definition 1). A function \( f : D \to \mathbb{R} \) is \( F \)-strongly convex if and only if the function \( g = f - F \) is convex.

**Proof.** \( F \) is a \( F \)-strongly affine function thus

\[
t(1-t)F(x-y) = -F(tx + (1-t)y) + tF(x) + (1-t)F(y).
\]

Now, the inequality

\[
f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - t(1-t)F(x-y)
\]

can be written in an equivalent form

\[
f(tx + (1-t)y) - F(tx + (1-t)y) \leq t(f(x) - F(x)) + (1-t)(f(y) - F(y)).
\]

Taking \( g := f - F \) we get

\[
g(tx + (1-t)y) \leq tg(x) + (1-t)g(y). \quad \square
\]

**Lemma 5.** Let \( X \) be a real vector space and \( F : X \to [0, \infty) \) be a function that is even. If the function \( F \) is \( F \)-strongly convex, then \( F \) is homogeneous of degree 2.
Proof. From the assumption the following inequality holds true
\[ F(tx + (1-t)y) \leq tF(x) + (1-t)F(y) - t(1-t)F(x-y), \] (6)
for all \( t \in (0, 1) \) and \( x, y \in X \). Putting in this inequality \( y = 0 \) and using the fact that \( F(0) = 0 \) we get
\[ F(tx) \leq tF(x) + t(1-t)F(x) = t^2F(x), \] (7)
thus
\[ F(tx) \leq t^2F(x), \] (7)
for all \( t \in (0, 1) \) and \( x \in X \). In order to show the reverse inequality, we put \( x = (1-t)u, \ y = -tu \) in (6) and using the fact that \( F(0) = 0 \) we have
\[ 0 = F(0) \leq tF((1-t)u) + (1-t)F(-tu) - t(1-t)F(u). \]
Now, using the above inequality, (7) and evenness of \( F \) we obtain
\[ t(1-t)F(u) \leq tF((1-t)u) + (1-t)F(tu) \leq t(1-t)^2F(u) + (1-t)F(tu). \]
Dividing this inequality by \( 1-t \) we get
\[ tF(u) \leq t(1-t)F(u) + F(tu), \]
thus
\[ F(tu) \geq t^2F(u), \] (8)
for all \( t \in (0, 1) \) and \( u \in X \). From (7) and (8) we conclude that
\[ F(tx) = t^2F(x), \] (9)
for all \( t \in (0, 1) \) and \( x \in X \). Moreover, if we substitute in the above equality \( x \) with \( \frac{y}{t} \) we conclude that (9) holds also for \( t > 1 \). Which together with the evenness of \( F \) gives the equality
\[ F(tx) = t^2F(x), \] (10)
for all \( t \in \mathbb{R} \) and \( x \in X \). \( \square \)

Lemma 6. Let \( X \) be a real vector space and \( F : X \to [0, \infty) \) be a function that is even. The function \( F \) is \( F \)-strongly convex if and only if \( F \) is a \( F \)-strongly affine function.

Proof. Assume that \( F \) is \( F \)-strongly convex, i.e.
\[ F(tx + (1-t)y) \leq tF(x) + (1-t)F(y) - t(1-t)F(x-y), \] (11)
for all \( t \in (0, 1) \) and \( x, y \in X \). Now, putting \( tx + (1-t)y = u \sqrt{t} \) and \( x-y = \frac{y}{\sqrt{t}} \) in (11) and using Lemma 5 we get
\[ tF(u) \leq F(tu + (1-t)v) + t(1-t)F(u-v) - (1-t)F(v) \]
or equivalently
\[ F(tu + (1-t)v) \geq tF(u) + (1-t)F(v) - t(1-t)F(u-v), \]
for all \( t \in (0,1) \) and \( u, v \in X \). This together with (11) implies that

\[ F(tu + (1-t)v) = tF(u) + (1-t)F(v) - t(1-t)F(u-v), \]

for all \( t \in (0,1) \) and \( x, y \in X \), i.e. the function \( F \) is \( F \)-strongly affine. The reverse implication is obvious. \( \square \)

The next result gives the solution of the problem aforementioned in case of \( F \)-strongly convexity.

**THEOREM 2.** Let \( X \) be a real vector space, \( D \) be a nonempty convex subset of \( X \) and \( F : X \to [0, \infty) \) be a given function. The following conditions are equivalent:

1. For all function \( f : D \to \mathbb{R} \), \( f \) is \( F \)-strongly convex if and only if the function \( g = f - F^* \) is convex;
2. The function \( F^* \) is \( F^* \)-strongly convex;
3. The function \( F^* \) is \( F^* \)-strongly affine (and of course quadratic and homogeneous of degree 2, and \( X \) is an inner product space).

**Proof.** The implication \((1) \Rightarrow (2)\) we argue as in the proof of Theorem 1. By virtue of Lemma 6 we have the implication \((2) \Rightarrow (3)\). Finally, using Lemma 4 and Observation 1 we obtain the implication \((3) \Rightarrow (1)\). \( \square \)
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Abstract. In this paper some multidimensional integral and discrete Opial-type inequalities due to Agarwal, Pang and Sheng are considered. Their generalizations and extensions using sub-multiplicative convex functions, appropriate integral representations of functions, appropriate summation representations of discrete functions and inequalities involving means are presented.

1. Introduction

In 1960, Z. Opial [10] proved next integral inequality:

Let \( x(t) \in C^1[0,h] \) be such that \( x(0) = x(h) = 0 \) and \( x(t) > 0 \) for \( t \in (0,h) \). Then

\[
\int_0^h |x(t)x'(t)| \, dt \leq \frac{h}{4} \int_0^h (x'(t))^2 \, dt,
\]

where constant \( \frac{h}{4} \) is the best possible.

Over the last five decades, an enormous amount of work has been done on this integral inequality, dealing with new proofs, various generalizations, extensions and discrete analogues. Opial’s inequality is recognized as fundamental result in the analysis of qualitative properties of solution of differential equations (see [3, 9] and the references cited therein).

The aim of this paper is to generalize and extend some integral and discrete Opial-type inequalities due to Agarwal, Pang and Sheng ([1, 2, 6]). To establish these inequalities, we will use some elementary techniques such as appropriate integral representations of functions, appropriate summation representations of the discrete functions and inequalities involving means. We start each section with inequality involving a submultiplicative convex function. Recall that function \( f : [0, \infty) \to [0, \infty) \) is called submultiplicative function if it satisfies the inequality

\[
f(xy) \leq f(x)f(y), \quad \text{for all } x, y \in [0,\infty)
\]
One of such submultiplicative functions, which is also convex and increasing, is \( f(x) = x^p \log(e + x) \), where \( p \geq \frac{1 + \sqrt{5}}{2} \). The obtained results will give in a special case improvements of corresponding inequalities in [1, 2, 6], and, at the same time, they will simplify proofs of the corresponding theorems in [4, 5, 7].

For the following inequalities we present obtained generalizations, extensions and improvements: first is a result by Agarwal and Pang from [1], observed in Section 2. Recall, \( AC[0,h] \) is the space of all absolutely continuous functions on \([0,h]\). Also, let \( B \) denotes the beta function.

**Theorem 1. [1]** Let \( \lambda \geq 1 \) be a given real number and let \( p \) be a nonnegative and continuous function on \([0,h]\). Further, let \( x \in AC[0,h] \) be such that \( x(0) = x(h) = 0 \). Then the following inequality holds
\[
\int_0^h p(t)|x(t)|^\lambda \, dt \leq \frac{1}{2} \left( \int_0^h (t(h-t))^{\frac{\lambda-1}{2}} p(t) \, dt \right) \int_0^h |x'(t)|^\lambda \, dt.
\]

For a constant function \( p \), the inequality (2) reduces to
\[
\int_0^h |x(t)|^\lambda \, dt \leq \frac{h^\lambda}{2 B \left( \frac{\lambda + 1}{2}, \frac{\lambda + 1}{2} \right)} \int_0^h |x'(t)|^\lambda \, dt.
\]

Next is a multidimensional Poincaré-type inequality by Agarwal and Sheng from [6], observed in Section 3. This inequality involves a special class of continuous functions, a class \( G(\Omega) \), whose definition and properties are given at the beginning of Section 3.

**Theorem 2. [6]** Let \( \lambda, \mu \geq 1 \) and let \( u \in G(\Omega) \). Then the following inequality holds
\[
\int_\Omega |u(x)|^\lambda \, dx \leq K(\lambda, \mu) \int_\Omega \|\text{grad} u(x)\|_\mu^\lambda \, dx,
\]
where
\[
K(\lambda, \mu) = \frac{1}{2m} B \left( \frac{1 + \lambda}{2}, \frac{1 + \lambda}{2} \right) C \left( \frac{\lambda}{\mu} \right) G_m \left( (b-a)^\lambda \right),
\]
\[
C(\alpha) = \begin{cases} 1, & \alpha \geq 1, \\ m^{1-\alpha}, & 0 \leq \alpha < 1. \end{cases}
\]

Finally, a discrete inequality, observed in Section 4, is a result by Agarwal and Pang from [2]. A definition of a class \( G(\Omega) \) for the discrete case and a definition of forward difference operator \( \Delta_i \) are given at the beginning of Section 4.

**Theorem 3. [2]** Let \( \lambda \geq 1 \) and let \( u \in G(\Omega) \). Then the following inequality holds
\[
\sum_{x=1}^{X-1} |u(x)|^\lambda \leq K(\lambda) \sum_{x=0}^{X-1} \left( \sum_{i=1}^{m} |\Delta_i u(x)|^2 \right)^{\frac{\lambda}{2}},
\]
where
\[ K(\lambda) = \frac{1}{m} C \left( \frac{\lambda}{2} \right) \prod_{i=1}^{m} \left( \frac{X_i - 1}{\sum_{x_i=1}^{1} \frac{1}{2} (x_i(X_i - x_i))^{\frac{\lambda - 1}{2}}} \right) \frac{1}{m} \]  

(6)

and \( C \) is defined by (5).

2. Integral inequalities in one variable

First we give a generalization of Theorem 1 involving submultiplicative convex functions. In a special case (Corollary 4) this theorem will improve result from Theorem 1.

**Theorem 4.** Let \( n \in \mathbb{N} \) and let \( f_i \) be increasing, submultiplicative convex functions on \([0, \infty), i = 1, \ldots, n\). Let \( p \) be a nonnegative and integrable function on \([0, h]\). Further, let \( x_i \in AC[0, h] \) be such that \( x_i(0) = x_i(h) = 0 \) for \( i = 1, \ldots, n \). Then the following inequality holds

\[ \int_0^h p(t) \prod_{i=1}^{n} f_i(|x_i(t)|) \, dt \leq \left( \int_0^h p(t) \prod_{i=1}^{n} \left( \frac{t}{f_i(t)} + \frac{h-t}{h-f_i(h-t)} \right)^{-1} \, dt \right) \prod_{i=1}^{n} \int_0^h f_i(|x'_i(t)|) \, dt. \]  

(7)

**Proof.** As in [1], for each fixed \( i, i = 1, \ldots, n \), from the hypotheses of the theorem we have

\[ x_i(t) = \int_0^t x'_i(s) \, ds, \]

\[ x_i(t) = -\int_t^h x'_i(s) \, ds. \]

Since \( f_i \) is an increasing and convex function, we use Jensen’s inequality to obtain

\[ f_i(|x_i(t)|) \leq f_i \left( \frac{1}{t} \int_0^t |x'_i(s)| \, ds \right) \leq \frac{1}{t} \int_0^t f_i(t |x'_i(s)|) \, ds \]

and by submultiplicativity of \( f_i \) follows

\[ f_i(|x_i(t)|) \leq \frac{1}{t} \int_0^t f_i(t f_i(|x'_i(s)|)) \, ds = \frac{f_i(t)}{t} \int_0^t f_i(|x'_i(s)|) \, ds. \]  

(8)
Analogously we obtain
\[
   f_i(|x_i(t)|) \leq f_i \left( \frac{1}{h-t} \int_t^h (h-t) |x'_i(s)| \, ds \right)
   \leq \frac{1}{h-t} \int_t^h f_i((h-t) |x'_i(s)|) \, ds
   \leq \frac{1}{h-t} \int_t^h f_i(h-t) f_i(|x'_i(s)|) \, ds
   = \frac{f_i(h-t)}{h-t} \int_t^h f_i(|x'_i(s)|) \, ds.
\] (9)

Multiplying (8) by $\frac{t}{f_i(t)}$ and (9) by $\frac{h-t}{f_i(h-t)}$ and adding these inequalities, we find
\[
   \left( \frac{t}{f_i(t)} + \frac{h-t}{f_i(h-t)} \right) f_i(|x_i(t)|) \leq \int_0^h f_i \left( |x'_i(s)| \right) \, ds,
\]
i.e.
\[
   f_i(|x_i(t)|) \leq \left( \frac{t}{f_i(t)} + \frac{h-t}{f_i(h-t)} \right)^{-1} \int_0^h f_i \left( |x'_i(s)| \right) \, ds.
\] (10)

This gives us
\[
   \prod_{i=1}^n f_i(|x_i(t)|) \leq \prod_{i=1}^n \left[ \left( \frac{t}{f_i(t)} + \frac{h-t}{f_i(h-t)} \right)^{-1} \int_0^h f_i \left( |x'_i(s)| \right) \, ds \right].
\] (11)

Now multiplying (11) by $p$ and integrating on $[0,h]$ we obtain
\[
   \int_0^h p(t) \prod_{i=1}^n f_i(|x_i(t)|) \, dt
   \leq \int_0^h p(t) \prod_{i=1}^n \left[ \left( \frac{t}{f_i(t)} + \frac{h-t}{f_i(h-t)} \right)^{-1} \int_0^h f_i \left( |x'_i(s)| \right) \, ds \right] \, dt,
\]
which is the inequality (7). \(\square\)

**Remark 1.** For a special class of submultiplicative convex functions $f_i$ on $[0, \infty)$ with $f_i(0) = 0$ \((i = 1, \ldots, n)\), Theorem 4 also holds. Namely, submultiplicativity of a function implies its positivity, and if $f_i$ is a convex, nonnegative function on $[0, \infty)$ with $f_i(0) = 0$, then $f_i$ is obviously an increasing function.

**Corollary 1.** Let $n \in \mathbb{N}$ and let $f_i$ be increasing, submultiplicative convex functions on $[0, \infty)$, \(i = 1, \ldots, n\). Let $p$ be a nonnegative and integrable function on $[0, h]$. Further, let $x_i \in AC[0, h]$ be such that $x_i(0) = x_i(h) = 0$ for $i = 1, \ldots, n$. Then the following inequality holds
\[
   \int_0^h p(t) \prod_{i=1}^n f_i \left( |x_i(t)| \right) \, dt
   \leq \frac{1}{2^n} \left( \int_0^h p(t) \prod_{i=1}^n \left( \frac{f_i(t) f_i(h-t)}{t(h-t)} \right)^{1/2} \, dt \right) \prod_{i=1}^n \int_0^h f_i \left( |x'_i(t)| \right) \, dt.
\] (12)
Then the following inequality holds
\[ 2 \left( \frac{t}{f_i(t)} + \frac{h-t}{f_i(h-t)} \right)^{-1} \leq \left( \frac{f_i(t)f_i(h-t)}{t(h-t)} \right)^{\frac{1}{2}}. \]

For \( n = 1 \) we have two following results.

**Corollary 2.** Let \( f \) be an increasing, submultiplicative convex function on \([0, \infty)\) and let \( p \) be a nonnegative and integrable function on \([0, h]\). Further, let \( x \in AC[0, h] \) be such that \( x(0) = x(h) = 0 \). Then the following inequality holds
\[ \int_0^h p(t) f(|x(t)|) \, dt \leq \left( \int_0^h p(t) \left( \frac{t}{f(t)} + \frac{h-t}{f(h-t)} \right)^{-1} \, dt \right) \int_0^h f(|x'(t)|) \, dt. \]  

**Corollary 3.** Let \( f \) be an increasing, submultiplicative convex function on \([0, \infty)\) and let \( p \) be a nonnegative and integrable function on \([0, h]\). Further, let \( x \in AC[0, h] \) be such that \( x(0) = x(h) = 0 \). Then the following inequality holds
\[ \int_0^h p(t) f(|x(t)|) \, dt \leq \frac{1}{2} \left( \int_0^h p(t) \left( \frac{f(t)f(h-t)}{t(h-t)} \right)^{\frac{1}{2}} \, dt \right) \int_0^h f(|x'(t)|) \, dt. \]

Next result was proven by Brnetić and Pečarić in [7]. Here it is merely a consequence, a special case of Corollary 2 (as we can see from its proof). By the harmonic-geometric inequality, it is clear that (15) improves (2).

**Corollary 4.** Let \( \lambda \geq 1 \) be a given real number and let \( p \) be a nonnegative and continuous function on \([0, h]\). Further, let \( x \in AC[0, h] \) be such that \( x(0) = x(h) = 0 \). Then the following inequality holds
\[ \int_0^h p(t) |x(t)|^\lambda \, dt \leq \left( \int_0^h \left( t^{1-\lambda} + (h-t)^{1-\lambda} \right)^{-1} p(t) \, dt \right) \int_0^h |x'(t)|^\lambda \, dt. \]

**Proof.** The inequality (15) will follow if we use the function \( f(t) = t^\lambda \) and apply Corollary 2. □

### 3. Multidimensional integral inequalities

Let \( \Omega \) be a bounded domain in \( \mathbb{R}^m \) defined by \( \Omega = \prod_{j=1}^m [a_j, b_j] \). Let \( x = (x_1, \ldots, x_m) \) be a general point in \( \Omega \) and \( dx = dx_1 \ldots dx_m \). For any continuous real-valued function \( u \) defined on \( \Omega \) we denote \( \int_\Omega u(x) \, dx \) the \( m \)-fold integral \( \int_{a_1}^{b_1} \cdots \int_{a_m}^{b_m} u(x_1, \ldots, x_m) \, dx_1 \ldots dx_m \). Let \( D_k u(x_1, \ldots, x_m) = \frac{\partial}{\partial x_k} u(x_1, \ldots, x_m) \) and \( D^k u(x_1, \ldots, x_m) = D_1 \cdots D_k u(x_1, \ldots, x_m) \), \( 1 \leq k \leq m \).

We denote by \( G(\Omega) \) the class of continuous functions \( u : \Omega \to \mathbb{R} \) for which \( D^m u(x) \) exists with \( u(x)|_{x_j=a_j} = u(x)|_{x_j=b_j} = 0 \), \( 1 \leq j \leq m \).
Further, let \( u(x; s_j) = u(x_1, \ldots, x_{j-1}, s_j, x_{j+1}, \ldots, x_m) \), and

\[
\| \text{grad} u(x) \|_\mu = \left( \sum_{j=1}^m \left| \frac{\partial}{\partial x_j} u(x) \right| \right)^{\frac{1}{\mu}}.
\]

Also let \( \alpha = (\alpha_1, \ldots, \alpha_m) \) and \( \alpha^\lambda = (\alpha_1^\lambda, \ldots, \alpha_m^\lambda) \), \( \lambda \in \mathbb{R} \). In particular, \( (b - a) = (b_1 - a_1, \ldots, b_m - a_m) \) and \( (b - a)^\lambda = ((b_1 - a_1)^\lambda, \ldots, (b_m - a_m)^\lambda) \). For the geometric and the harmonic means of \( \alpha_1, \ldots, \alpha_m \) we will use \( G_m(\alpha) \) and \( H_m(\alpha) \), respectively. Let \( M^{[k]}(\alpha) \) denote the mean of order \( k \) of \( \alpha_1, \ldots, \alpha_m \).

We start with a weighted extension of Theorem 2 involving submultiplicative convex function. Again, in a special case (Corollary 6) this theorem will improve result from Theorem 2.

**Theorem 5.** Let \( f \) be an increasing, submultiplicative convex function on \([0, \infty)\). Let \( p \) be a nonnegative and integrable function on \( \Omega \) and \( u \in G(\Omega) \). Then the following inequality holds

\[
\int_{\Omega} p(x) f(|u(x)|) \, dx \leq \frac{1}{m} H_m(\alpha) \int_{\Omega} \left( \sum_{i=1}^m f \left( \left| \frac{\partial}{\partial x_i} u(x) \right| \right) \right) \, dx,
\]

where \( \alpha = (\alpha_1, \ldots, \alpha_m) \) and

\[
\alpha_i = \int_{a_i}^{b_i} \left( \frac{x_i - a_i}{f(x_i - a_i)} + \frac{b_i - x_i}{f(b_i - x_i)} \right)^{-1} p(x) \, dx_i, \quad i = 1, \ldots, m.
\]

**Proof.** For each fixed \( i, \, i = 1, \ldots, m \), we have

\[
u(x) = \int_{a_i}^{x_i} \frac{\partial}{\partial s_i} u(x; s_i) \, ds_i
\]

and

\[
u(x) = - \int_{x_i}^{b_i} \frac{\partial}{\partial s_i} u(x; s_i) \, ds_i.
\]

First we use Jensen’s inequality (since \( f \) is an increasing convex function) and then submultiplicativity of \( f \), to obtain

\[
f(|u(x)|) \leq f \left( \frac{1}{x_i - a_i} \int_{a_i}^{x_i} \left| \frac{\partial}{\partial s_i} u(x; s_i) \right| \, ds_i \right)
\]

\[
\leq \frac{1}{x_i - a_i} \int_{a_i}^{x_i} f \left( \left| \frac{\partial}{\partial s_i} u(x; s_i) \right| \right) \, ds_i
\]

\[
\leq \frac{1}{x_i - a_i} \int_{a_i}^{x_i} f(x_i - a_i) f \left( \left| \frac{\partial}{\partial s_i} u(x; s_i) \right| \right) \, ds_i
\]

\[
= \frac{f(x_i - a_i)}{x_i - a_i} \int_{a_i}^{x_i} f \left( \left| \frac{\partial}{\partial s_i} u(x; s_i) \right| \right) \, ds_i
\]

(17)
and analogously
\[ f(|u(x)|) \leq \frac{f(b_i - x_i)}{b_i - x_i} \int_{x_i}^{b_i} f\left(\left| \frac{\partial}{\partial s_i} u(x; s_i) \right| \right) ds_i, \tag{18} \]
for \( i = 1, \ldots, m \). Multiplying (17) by \( \frac{x_i - a_i}{f(x_i - a_i)} \) and (18) by \( \frac{b_i - x_i}{f(b_i - x_i)} \) and adding these inequalities, we find
\[ f(|u(x)|) \leq \left( \frac{x_i - a_i}{f(x_i - a_i)} + \frac{b_i - x_i}{f(b_i - x_i)} \right) f(|u(x)|) \leq \int_{a_i}^{b_i} f\left(\left| \frac{\partial}{\partial s_i} u(x; s_i) \right| \right) ds_i, \]
i.e.
\[ f(|u(x)|) \leq \left( \frac{x_i - a_i}{f(x_i - a_i)} + \frac{b_i - x_i}{f(b_i - x_i)} \right)^{-1} \int_{a_i}^{b_i} f\left(\left| \frac{\partial}{\partial s_i} u(x; s_i) \right| \right) ds_i, \tag{19} \]
for \( i = 1, \ldots, m \). Now multiplying (19) by \( p \) and integrating on \( \Omega \) we obtain
\[ \int_{\Omega} p(x) f(|u(x)|) dx \leq \int_{a_i}^{b_i} \left( \frac{x_i - a_i}{f(x_i - a_i)} + \frac{b_i - x_i}{f(b_i - x_i)} \right)^{-1} p(x) dx_i \times \int_{\Omega} f\left(\left| \frac{\partial}{\partial x_i} u(x) \right| \right) dx, \tag{20} \]
i.e.
\[ \left( \int_{a_i}^{b_i} \left( \frac{x_i - a_i}{f(x_i - a_i)} + \frac{b_i - x_i}{f(b_i - x_i)} \right)^{-1} p(x) dx_i \right)^{-1} \int_{\Omega} p(x) f(|u(x)|) dx \leq \int_{\Omega} f\left(\left| \frac{\partial}{\partial x_i} u(x) \right| \right) dx, \tag{21} \]
for \( i = 1, \ldots, m \). Notice that
\[ \alpha_i^{-1} = \left( \int_{a_i}^{b_i} \left( \frac{x_i - a_i}{f(x_i - a_i)} + \frac{b_i - x_i}{f(b_i - x_i)} \right)^{-1} p(x) dx_i \right)^{-1}, \quad i = 1, \ldots, m. \]
Now, by summing these \( m \) inequalities (21), we find
\[ \sum_{i=1}^{m} \alpha_i^{-1} \int_{\Omega} p(x) f(|u(x)|) dx \leq \sum_{i=1}^{m} \int_{\Omega} f\left(\left| \frac{\partial}{\partial x_i} u(x) \right| \right) dx, \]
which is the same as the inequality (16). \( \square \)

**Corollary 5.** Let \( f \) be an increasing, submultiplicative convex function on \([0, \infty)\). Let \( p \) be a nonnegative and integrable function on \( \Omega \) and let \( u \in G(\Omega) \). Then the following inequality holds
\[ \int_{\Omega} p(x) f(|u(x)|) dx \leq \frac{1}{2m} H_m(\beta) \int_{\Omega} \left( \sum_{i=1}^{m} f\left(\left| \frac{\partial}{\partial x_i} u(x) \right| \right) \right) dx, \tag{22} \]
where $\beta = (\beta_1, \ldots, \beta_m)$ and

$$\beta_i = \int_{a_i}^{b_i} \left( \frac{f(x_i - a_i) f(b_i - x_i)}{(x_i - a_i) (b_i - x_i)} \right)^{1/2} p(x) \, dx_i, \quad i = 1, \ldots, m.$$ 

**Proof.** By harmonic-geometric inequality we have

$$2 \left( \frac{x_i - a_i}{f(x_i - a_i)} + \frac{b_i - x_i}{f(b_i - x_i)} \right)^{-1} \leq \left( \frac{f(x_i - a_i) f(b_i - x_i)}{(x_i - a_i) (b_i - x_i)} \right)^{1/2}.$$ 

Applying this and using $H_m(\frac{1}{2} \gamma) = \frac{1}{2} H_m(\gamma)$, the inequality (22) follows. $\Box$

Next result was proven by Agarwal, Brnetić and Pečarić in [4]. Here we use Theorem 5 applied on a constant function $p$ and the function $f(t) = t^\lambda$ to prove the inequality (23). By the harmonic-geometric inequality, it follows that Corollary 6 improves Theorem 2.

**Corollary 6.** Let $\lambda, \mu \geq 1$ and let $u \in G(\Omega)$. Then the following inequality holds

$$\int_{\Omega} |u(x)|^\lambda \, dx \leq K_1(\lambda, \mu) \int_{\Omega} \|\nabla u(x)\|^\lambda_{\mu} \, dx,$$  

where

$$K_1(\lambda, \mu) = \frac{1}{m} I(\lambda) C \left( \frac{\lambda}{\mu} \right) H_m \left( (b - a)^\lambda \right),$$

$$I(\lambda) = \int_0^1 \left( t^{1-\lambda} + (1-t)^{1-\lambda} \right)^{-1} \, dt$$

and $C$ is defined by (5).

**Proof.** We follow steps from the proof of Theorem 5, using the function $f(t) = t^\lambda$; up to the inequality (20), which is now equal to

$$\int_{\Omega} |u(x)|^\lambda \, dx \leq \int_{a_i}^{b_i} \left( (x_i - a_i)^{1-\lambda} + (b_i - x_i)^{1-\lambda} \right)^{-1} \, dx_i \int_{\Omega} \left| \frac{\partial}{\partial x_i} u(x) \right|^\lambda \, dx$$

for $i = 1, \ldots, m$. However, since

$$\int_{a_i}^{b_i} \left( (x_i - a_i)^{1-\lambda} + (b_i - x_i)^{1-\lambda} \right)^{-1} \, dx_i = (b_i - a_i)^\lambda \int_0^1 \left( t^{1-\lambda} + (1-t)^{1-\lambda} \right)^{-1} \, dt = (b_i - a_i)^\lambda I(\lambda),$$

the inequality (26) can be written as

$$\int_{\Omega} |u(x)|^\lambda \, dx \leq (b_i - a_i)^\lambda I(\lambda) \int_{\Omega} \left| \frac{\partial}{\partial x_i} u(x) \right|^\lambda \, dx.$$
Multiplying both sides of the inequality (27) by \((b_i - a_i)^{-\lambda}\), \(i = 1, \ldots, m\), and then summing these inequalities, we obtain
\[
\sum_{i=1}^{m} (b_i - a_i)^{-\lambda} \int_{\Omega} |u(x)|^\lambda \, dx \leq I(\lambda) \int_{\Omega} \left( \sum_{i=1}^{m} \left| \frac{\partial}{\partial x_i} u(x) \right|^{\lambda} \right) \, dx,
\]
i.e.
\[
\int_{\Omega} |u(x)|^\lambda \, dx \leq \frac{1}{m} I(\lambda) H_m \left( (b - a)^{\lambda} \right) \int_{\Omega} \left( \sum_{i=1}^{m} \left| \frac{\partial}{\partial x_i} u(x) \right|^{\lambda} \right) \, dx.
\]
(28)

Our result now follows from (28) and the elementary inequality
\[
\sum_{i=1}^{m} a_i^{\alpha} \leq C(\alpha) \left( \sum_{i=1}^{m} a_i \right)^{\alpha}, \quad a_i \geq 0.
\]
(29)

### 4. Multidimensional discrete inequalities

Let \(x, X \in \mathbb{N}^m\) be such that \(x \leq X\), i.e., \(x_i \leq X_i, \ i = 1, \ldots, m\). Let \(\Omega = [0, X]\), where \([0, X] \subset \mathbb{N}^m\). We denote by \(G(\Omega)\) the class of functions \(u : \Omega \to \mathbb{R}\), which satisfies conditions \(u(x)|_{x_i=0} = u(x)|_{x_i=X_i} = 0, \ i = 1, \ldots, m\). For \(u\) we define forward difference operators \(\Delta_i, i = 1, \ldots, m\), as
\[
\Delta_i u(x) = u(x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_m) - u(x).
\]
As in a previous section, let \(u(x; s_i)\) stand for \(u(x_1, \ldots, x_{i-1}, s_i, x_{i+1}, \ldots, x_m)\), \(\alpha = (\alpha_1, \ldots, \alpha_m)\) and let \(H_m(\alpha)\) denote the harmonic mean of \(\alpha_1, \ldots, \alpha_m\). Also, let \(\sum_{x=1}^{X-1} \sum_{j=1}^{X_j-1} \sum_{s=1}^{m} \Delta_i u_j(x)\).

First we present a weighted extension of Theorem 3 involving submultiplicative convex functions.

**Theorem 6.** Let \(n \in \mathbb{N}\) and let \(f_j\) be submultiplicative convex functions on \([0, \infty)\) with \(f_j(0) = 0, \ j = 1, \ldots, n\). Let \(p\) be a nonnegative function on \(\Omega\) and let \(u_j \in G(\Omega)\) for \(j = 1, \ldots, n\). Then the following inequality holds
\[
\sum_{x=1}^{X-1} p(x) \prod_{j=1}^{n} f_j(|u_j(x)|) \leq \frac{1}{m} H_m(\alpha) \sum_{i=1}^{m} \prod_{j=1}^{n} \sum_{x=0}^{X-1} f_j(|\Delta_i u_j(x)|),
\]
(30)
where \(\alpha = (\alpha_1, \ldots, \alpha_m)\) and
\[
\alpha_i = \sum_{x_i=1}^{X_i-1} p(x) \prod_{j=1}^{n} \left( \frac{x_i}{f_j(x_i)} + \frac{X_i - x_i}{f_j(X_i - x_i)} \right)^{-1}, \quad i = 1, \ldots, m.
\]
(31)
Proof. For each fixed \( i (i = 1, \ldots, m) \) and each fixed \( j (j = 1, \ldots, n) \) we have

\[
\begin{align*}
  u_j(x) &= \sum_{s_j=0}^{x_j-1} \Delta_i u_j(x; s_i), \quad u_j(x) = -\sum_{s_j=x_j}^{X_j-1} \Delta_i u_j(x; s_i).
\end{align*}
\]

From the discrete case of Jensen’s inequality (since \( f_j \) is an increasing convex function) and the submultiplicativity of \( f_j \), we have

\[
\begin{align*}
  f_j(|u_j(x)|) &\leq f_j \left( \frac{1}{x_i} \sum_{s_i=0}^{x_i-1} x_i |\Delta_i u_j(x; s_i)| \right) \\
  &\leq \frac{1}{x_i} \sum_{s_i=0}^{x_i-1} f_j(x_i |\Delta_i u_j(x; s_i)|) \\
  &\leq \frac{1}{x_i} \sum_{s_i=0}^{x_i-1} f_j(x_i) f_j(|\Delta_i u_j(x; s_i)|) \\
  &= \frac{f_j(x_i)}{x_i} \sum_{s_i=0}^{x_i-1} f_j(|\Delta_i u_j(x; s_i)|) \tag{32}
\end{align*}
\]

and analogously

\[
\begin{align*}
  f_j(|u_j(x)|) &\leq \frac{f_j(X_i - x_i)}{X_i - x_i} \sum_{s_i=x_i}^{X_i-1} f_j(|\Delta_i u_j(x; s_i)|) \tag{33}
\end{align*}
\]

for \( i = 1, \ldots, m \). We multiply (32) by \( \frac{x_i}{f_j(x_i)} \) and (33) by \( \frac{X_i-x_i}{f_j(X_i-x_i)} \). Then we add these resulting inequalities, to obtain

\[
\begin{align*}
  \left( \frac{x_i}{f_j(x_i)} + \frac{X_i-x_i}{f_j(X_i-x_i)} \right) f_j(|u_j(x)|) &\leq \sum_{s_i=0}^{X_i-1} f_j(|\Delta_i u_j(x; s_i)|),
\end{align*}
\]

i.e.

\[
\begin{align*}
  f_j(|u_j(x)|) &\leq \left( \frac{x_i}{f_j(x_i)} + \frac{X_i-x_i}{f_j(X_i-x_i)} \right)^{-1} \sum_{s_i=0}^{X_i-1} f_j(|\Delta_i u_j(x; s_i)|) \tag{34}
\end{align*}
\]

for \( i = 1, \ldots, m \). This gives us

\[
\prod_{j=1}^{n} f_j(|u_j(x)|) \leq \prod_{j=1}^{n} \left[ \left( \frac{x_i}{f_j(x_i)} + \frac{X_i-x_i}{f_j(X_i-x_i)} \right)^{-1} \sum_{s_i=0}^{X_i-1} f_j(|\Delta_i u_j(x; s_i)|) \right] \tag{35}
\]

for \( i = 1, \ldots, m \). Now multiplying (35) by \( p \) we get

\[
\begin{align*}
  p(x) \prod_{j=1}^{n} f_j(|u_j(x)|) \\
  &\leq p(x) \left[ \prod_{j=1}^{n} \left( \frac{x_i}{f_j(x_i)} + \frac{X_i-x_i}{f_j(X_i-x_i)} \right)^{-1} \right] \left[ \prod_{j=1}^{n} \sum_{s_i=0}^{X_i-1} f_j(|\Delta_i u_j(x; s_i)|) \right]
\end{align*}
\]
for $i = 1, \ldots, m$. Summing from $x = 1$ to $x = X - 1$, we get

$$\sum_{x=1}^{X-1} p(x) \prod_{j=1}^{n} f_j(|u_j(x)|)$$

$$\leq \left( \sum_{x_i=1}^{X-1} p(x) \prod_{j=1}^{n} \left( \frac{x_i}{f_j(x_i)} + \frac{X_i - x_i}{f_j(X_i - x_i)} \right)^{-1} \right) \prod_{j=1}^{n} \sum_{x=0}^{X-1} f_j(|\Delta_i u_j(x)|) \quad (36)$$

for $i = 1, \ldots, m$. Multiplying both sides of the inequality (36) by $\alpha_i^{-1}$ and then adding these $m$ inequalities, we obtain

$$\sum_{i=1}^{m} \alpha_i^{-1} \sum_{x=1}^{X-1} p(x) \prod_{j=1}^{n} f_j(|u_j(x)|) \leq \sum_{i=1}^{m} \prod_{j=1}^{n} \sum_{x=0}^{X-1} f_j(|\Delta_i u_j(x)|),$$

which is the same as the inequality (30). □

**Corollary 7.** Let $n \in \mathbb{N}$ and let $f_j$ be submultiplicative convex functions on $[0, \infty)$ with $f_j(0) = 0$, $j = 1, \ldots, n$. Let $p$ be a nonnegative function on $\Omega$ and let $u_j \in G(\Omega)$ for $j = 1, \ldots, n$. Then the following inequality holds

$$\sum_{x=1}^{X-1} p(x) \prod_{j=1}^{n} f_j(|u_j(x)|) \leq \frac{1}{2^n m} H_m(\beta) \sum_{i=1}^{m} \prod_{j=1}^{n} \sum_{x=0}^{X-1} f_j(|\Delta_i u_j(x)|), \quad (37)$$

where $\beta = (\beta_1, \ldots, \beta_m)$ and

$$\beta_i = \sum_{x_i=1}^{X_i-1} p(x) \prod_{j=1}^{n} \left( \frac{f_j(x_i) f_j(X_i - x_i)}{x_i (X_i - x_i)} \right)^{\frac{1}{2}}, \quad i = 1, \ldots, m. \quad (38)$$

**Proof.** By harmonic-geometric inequality we have

$$2 \left( \frac{x_i}{f_j(x_i)} + \frac{X_i - x_i}{f_j(X_i - x_i)} \right)^{-1} \leq \left( \frac{f_j(x_i) f_j(X_i - x_i)}{x_i (X_i - x_i)} \right)^{\frac{1}{2}}.$$

Applying this and using $H_m(\frac{1}{2^n \beta}) = \frac{1}{2^n} H_m(\beta)$, the inequality (37) follows. □

Next are special results for $n = 1$.

**Corollary 8.** Let $f$ be a submultiplicative convex function on $[0, \infty)$ with $f(0) = 0$. Let $p$ be a nonnegative function on $\Omega$ and $u \in G(\Omega)$. Then the following inequality holds

$$\sum_{x=1}^{X-1} p(x) f(|u(x)|) \leq \frac{1}{m} H_m(\alpha) \sum_{x=0}^{X-1} \sum_{i=1}^{m} f(|\Delta_i u(x)|), \quad (39)$$

where $\alpha = (\alpha_1, \ldots, \alpha_m)$ is defined by (31).
COROLLARY 9. Let $f$ be a submultiplicative convex function on $[0, \infty)$ with $f(0) = 0$. Let $p$ be a nonnegative function on $\Omega$ and $u \in G(\Omega)$. Then the following inequality holds
\[
\sum_{x=1}^{X-1} p(x) f(|u(x)|) \leq \frac{1}{2m} H_m(\beta) \sum_{x=0}^{X-1} \sum_{i=1}^{m} f(|\Delta_i u(x)|),
\] (40)
where $\beta = (\beta_1, \ldots, \beta_m)$ is defined by (38).

An improvement of Theorem 3 is the following result, given also Agarwal, Brnetić and Pečarić in [5]. Here we use Corollary 8 applied on a constant function $p$ and the function $f(t) = t^\lambda$ to prove the inequality (41). Thus again, by the harmonic-geometric inequality, it follows that Corollary 10 for $\mu = 2$ improves Theorem 3.

COROLLARY 10. Let $\lambda, \mu \geq 1$ and let $u \in G(\Omega)$. Then the following inequality holds
\[
\sum_{x=1}^{X-1} |u(x)|^\lambda \leq K_1(\lambda, \mu) \sum_{x=0}^{X-1} \left( \sum_{i=1}^{m} |\Delta_i u(x)|^\mu \right)^{\frac{\lambda}{\mu}},
\] (41)
where
\[
K_1(\lambda, \mu) = \frac{1}{m} C \left( \frac{\lambda}{\mu} \right) H_m(h(x,X,\lambda)),
\] (42)
\[
h(x,X,\lambda) = (h_1(x,X,\lambda), \ldots, h_m(x,X,\lambda)),
\] (43)
\[
h_i(x,X,\lambda) = \sum_{x_i=1}^{X_i-1} \left( x_i^{1-\lambda} + (X_i - x_i)^{1-\lambda} \right)^{-1}, \quad i = 1, \ldots, m
\]
and $C$ is defined by (5).

Proof. From Corollary 8 using the function $f(t) = t^\lambda$ (and a constant function $p$) we have
\[
\sum_{x=1}^{X-1} |u(x)|^\lambda \leq \frac{1}{m} H_m(h(x,X,\lambda)) \sum_{x=0}^{X-1} \sum_{i=1}^{m} |\Delta_i u(x)|^\lambda.
\] (44)
The inequality (41) now follows from (44) and the elementary inequality (29). □
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POPOVICIU TYPE INEQUALITIES VIA HERMITE’S POLYNOMIAL

SAAD IHSAN BUTT, KHURAM ALI KHAN AND JOSIP PEČARIĆ

(Communicated by S. Varošanec)

Abstract. We obtain useful identities via Hermite interpolation polynomial, by which the inequality of Popoviciu for convex functions is generalized for higher order convex functions. We investigate the bounds for the identities extracted by the generalization of the Popoviciu inequality using inequalities for the Čebyšev functional. Some results relating to the Grüss and Ostrowski type inequalities are constructed.

1. Introduction

A characterization of convex function established by T. Popoviciu [11] is studied by many people (see [12, 10] and references with in). For recent work, we refer [5, 7, 8, 9]. The following form of Popoviciu’s inequality is established by Vasić and Stanković in [12] (see also page 173 [10]):

\[ p_{w,z}(x, p; f) \leq \frac{z-w}{z-1} p_{1,z}(x, p; f) + \frac{w-1}{z-1} p_{z,z}(x, p; f), \] (1)

where

\[ p_{w,z}(x, p; f) = p_{w,z}(x, p; f(x)) := \frac{1}{(z-1)} \sum_{1\leq u_1 < \ldots < u_l \leq z} \left( \sum_{v=1}^{w} p_{u_v} \right) f \left( \frac{\sum_{v=1}^{w} u_v x_{u_v}}{\sum_{v=1}^{w} p_{u_v}} \right) \]

is the linear functional with respect to \( f \).

By inequality (1), we write

\[ \mathbf{P}(x, p; f) := \frac{z-w}{z-1} p_{1,z}(x, p; f) + \frac{w-1}{z-1} p_{z,z}(x, p; f) - p_{w,z}(x, p; f); \quad 2 \leq w \leq z - 1. \] (2)

Keywords and phrases: Convex function, divided difference, Hermite interpolation, Čebyšev functional, Grüss inequality, Ostrowski inequality, exponential convexity.
Remark 1. It is important to note that under the assumptions of Theorem 1, if the function $f$ is convex then $P(x,p;f) \geq 0$ and $P(x,p;f) = 0$ if $f$ is an identity or constant function.

The mean value theorems and exponential convexity of the linear functional $P(x,p;f)$ are given in [7] for positive tuples $p$. Some special classes of convex functions are considered to construct the exponential convexity of $P(x,p;f)$ in [7].

Let $-\infty < \alpha < \beta < \infty$ and $\alpha = a_1 < a_2 \ldots < a_r = \beta$, $(r \geq 2)$ be the given points. For $\psi \in C^n[\alpha,\beta]$ a unique polynomial $\rho_H(s)$ of degree $(n-1)$ exists satisfying any of the following conditions:

Hermite conditions:

$$\rho_H^{(i)}(a_j) = \psi^{(i)}(a_j); \quad 0 \leq i \leq k_j, \quad 1 \leq j \leq r, \quad \sum_{j=1}^r k_j + r = n. \quad (H)$$

It is of great interest to note that Hermite conditions include the following particular cases:

Lagrange conditions: $(r = n, k_j = 0$ for all $j)$

$$\rho_L(a_j) = \psi(a_j), \quad 1 \leq j \leq n,$$

Type $(m,n-m)$ conditions: $(r = 2, 1 \leq m \leq n-1, k_1 = m-1, k_2 = n-m-1)$

$$\rho^{(i)}_{(m,n)}(\alpha) = \psi^{(i)}(\alpha), \quad 0 \leq i \leq m-1,$$

$$\rho^{(i)}_{(m,n)}(\beta) = \psi^{(i)}(\beta), \quad 0 \leq i \leq n-m-1,$$

Two-point Taylor conditions: $(n = 2m, r = 2, k_1 = k_2 = m-1)$

$$\rho_{2T}^{(i)}(\alpha) = \psi^{(i)}(\alpha), \quad \rho_{2T}^{(i)}(\beta) = \psi^{(i)}(\beta), \quad 0 \leq i \leq m-1.$$

We have the following result from [1].

Theorem 2. Let $-\infty < \alpha < \beta < \infty$ and $\alpha \leq a_1 < a_2 \ldots < a_r \leq \beta$, $(r \geq 2)$ be the given points, and $\psi \in C^n([\alpha,\beta])$. Then we have

$$\psi(t) = \rho_H(t) + R_H(\psi, t) \quad (3)$$

where $\rho_H(t)$ is the Hermite interpolating polynomial, i.e.

$$\rho_H(t) = \sum_{j=1}^r \sum_{i=0}^{k_j} H_{ij}(t) \psi^{(i)}(a_j);$$

the $H_{ij}$ are fundamental polynomials of the Hermite basis defined by

$$H_{ij}(t) = \frac{1}{i!} \frac{\omega(t)}{(t-a_j)^{k_j+1-i}} \sum_{k=0}^{k_j-i} \frac{1}{k!} \frac{d^k}{dt^k} \left( \frac{(t-a_j)^{k+1}}{\omega(t)} \right) \bigg|_{t=a_j} (t-a_j)^k, \quad (4)$$
with

\[ \omega(t) = \prod_{j=1}^{r} (t-a_j)^{k_j+1}, \]

and the remainder is given by

\[ R_H(\psi, t) = \int_{\alpha}^{\beta} G_{H,n}(t,s)\psi^{(n)}(s)\,ds \]

where \( G_{H,n}(t,s) \) is defined by

\[
G_{H,n}(t,s) = \left\{ \begin{array}{ll}
\sum_{j=1}^{l} \sum_{i=0}^{k_j} \frac{(a_j-s)^{n-i-1}}{(n-i-1)!} H_{ij}(t); & s \leq t, \\
- \sum_{j=l+1}^{r} \sum_{i=0}^{k_j} \frac{(a_j-s)^{n-i-1}}{(n-i-1)!} H_{ij}(t); & s \geq t,
\end{array} \right.
\] (5)

for all \( a_l \leq s \leq a_{l+1}; \ l = 0, \ldots, r \) with \( a_0 = \alpha \) and \( a_{r+1} = \beta \).

**Remark 2.** In particular cases, for Lagrange conditions, from Theorem 2 we have

\[ \psi(t) = \rho_L(t) + R_L(\psi, t) \]

where \( \rho_L(t) \) is the Lagrange interpolating polynomial i.e,

\[ \rho_L(t) = \sum_{j=1}^{n} \prod_{k=1}^{n} \frac{(t-a_k)}{(a_j-a_k)} \psi(a_j) \]

and the remainder \( R_L(\psi, t) \) is given by

\[ R_L(\psi, t) = \int_{\alpha}^{\beta} G_L(t,s)\psi^{(n)}(s)\,ds \]

with

\[
G_L(t,s) = \frac{1}{(n-1)!} \left\{ \begin{array}{ll}
\sum_{j=1}^{l} (a_j-s)^{n-1} \prod_{k=1}^{n} \frac{(t-a_k)}{(a_j-a_k)}, & s \leq t, \\
- \sum_{j=l+1}^{n} (a_j-s)^{n-1} \prod_{k=1}^{n} \frac{(t-a_k)}{(a_j-a_k)}, & s \geq t.
\end{array} \right.
\] (6)

\[ a_l \leq s \leq a_{l+1}, \ l = 1, 2, \ldots, n-1 \] with \( a_1 = \alpha \) and \( a_n = \beta \).

For type \((m,n-m)\) conditions, from Theorem 2 we have

\[ \psi(t) = \rho_{(m,n)}(t) + R_{(m,n)}(\psi, t) \]

where \( \rho_{(m,n)}(t) \) is \((m,n-m)\) interpolating polynomial, i.e

\[ \rho_{(m,n)}(t) = \sum_{i=0}^{m-1} \tau_i(t)\psi^{(i)}(\alpha) + \sum_{i=0}^{n-m-1} \eta_i(t)\psi^{(i)}(\beta), \]
with
\[
\tau_i(t) = \frac{1}{i!} (t - \alpha)^i \left(\frac{t - \beta}{\alpha - \beta}\right)^{n-m-i} \sum_{k=0}^{n-m-k-1} \binom{n-m+k-1}{k} \left(\frac{t - \alpha}{\beta - \alpha}\right)^k
\]  
(7)
and
\[
\eta_i(t) = \frac{1}{i!} (t - \beta)^i \left(\frac{t - \alpha}{\beta - \alpha}\right)^{m-m-i} \sum_{k=0}^{m-k-1} \binom{m+k-1}{k} \left(\frac{t - \beta}{\alpha - \beta}\right)^k.
\]  
(8)
and the remainder \(R_{(m,n)}(\psi, t)\) is given by
\[
R_{(m,n)}(\psi, t) = \int_\alpha^\beta G_{(m,n)}(t,s) \psi^{(n)}(s) ds
\]
with
\[
G_{(m,n)}(t,s) = \begin{cases} 
\sum_{j=0}^{m-1} \left[ \sum_{p=0}^{m-1-j} \binom{n-m+p-1}{p} \left(\frac{t - \alpha}{\beta - \alpha}\right)^p \right] \\
\times \frac{(t-\alpha)^j(\alpha-s)^{n-j-1}}{j!(n-j-1)!} \left(\frac{\beta-t}{\beta-\alpha}\right)^{n-m} \left(\frac{\beta-s}{\beta-\alpha}\right)^{m}, & \alpha \leq s \leq t \leq \beta \\
\sum_{i=0}^{n-m-1} \left[ \sum_{q=0}^{n-m-i-1} \binom{m+q-1}{q} \left(\frac{\beta-t}{\beta-\alpha}\right)^q \right] \\
\times \frac{(t-\beta)^i(\beta-s)^{n-i-1}}{i!(n-i-1)!} \left(\frac{t - \alpha}{\beta - \alpha}\right)^m \left(\frac{t - \beta}{\beta - \alpha}\right)^k, & \alpha \leq t \leq s \leq \beta.
\end{cases}
\]  
(9)
For Type Two-point Taylor conditions, from Theorem 2 we have
\[
\psi(t) = \rho_{2T}(t) + R_{2T}(\psi, t)
\]
where \(\rho_{2T}(t)\) is the two-point Taylor interpolating polynomial i.e,
\[
\rho_{2T}(t) = \sum_{i=0}^{m-1} \sum_{k=0}^{m-1-i} \binom{m+k-1}{k} \frac{(t - \alpha)^i}{i!} \left(\frac{t - \beta}{\alpha - \beta}\right)^m \left(\frac{t - \alpha}{\beta - \alpha}\right)^k \psi^{(i)}(\alpha) \\
+ \frac{(t - \beta)^i}{i!} \left(\frac{t - \alpha}{\beta - \alpha}\right)^m \left(\frac{t - \beta}{\beta - \alpha}\right)^k \psi^{(i)}(\beta)
\]
and the remainder \(R_{2T}(\psi, t)\) is given by
\[
R_{2T}(\psi, t) = \int_\alpha^\beta G_{2T}(t,s) \psi^{(n)}(s) ds
\]
with
\[
G_{2T}(t,s) = \begin{cases} 
\frac{(-1)^m}{(2m-1)!} p^m(t,s) \sum_{j=0}^{m-1} \binom{m-1+j}{j} (t-s)^{m-1-j} q^j(t,s), & s \leq t; \\
\frac{(-1)^m}{(2m-1)!} q^m(t,s) \sum_{j=0}^{m-1} \binom{m-1+j}{j} (s-t)^{m-1-j} p^j(t,s), & s \geq t;
\end{cases}
\]  
(10)
where \(p(t,s) = \frac{(s-\alpha)(\beta-t)}{\beta-\alpha}, \ q(t,s) = p(t,s), \forall t,s \in [\alpha, \beta].\)
The following Lemma describes the positivity of Green's function (5) see (Beesack [2] and Levin [6]).

**Lemma 1.** The Green's function \( G_{H,n}(t,s) \) has the following properties:

(i) \( \frac{G_{H,n}(t,s)}{w(t)} > 0, \quad a_1 \leq t \leq a_r, \quad a_1 \leq s \leq a_r; \)

(ii) \( G_{H,n}(t,s) \leq \frac{1}{(n-1)!(\beta - \alpha)}|w(t)|; \)

(iii) \( \int_\alpha^\beta G_{H,n}(t,s)ds = \frac{w(t)}{n!}. \)

The organization of the paper is as follows: In Section 2, we use Hermite interpolating polynomial and the \( n \)-convexity of the function \( \psi \) (defined in Theorem 2) to establish a generalization of Theorem 1 for real weights. We discuss the results for particular cases namely, Lagrange interpolating polynomial, \((m,n-m)\) interpolating polynomial, two-point Taylor interpolating polynomial. In Section 3, we present some interesting results about upper bounds by employing Čebyšev functional and Grüss-type inequalities, also results relating to the Ostrowski-type inequality.

2. Popoviciu’s inequality by Hermite interpolating polynomial

We begin this section with the proof of our main identity related to generalizations of Popoviciu’s inequality.

**Theorem 3.** (Main) Let \( z, w \in \mathbb{N}, \ z \geq 3, \ 2 \leq w \leq z - 1, \ [\alpha, \beta] \subset \mathbb{R}, \ x = (x_1, \ldots, x_z) \in [\alpha, \beta]^z, \ p = (p_1, \ldots, p_z) \) be a real \( z \)-tuple such that \( \sum_{v=1}^w p_{uv} \neq 0 \) for any \( 1 \leq u_1 < \ldots < u_w \leq z \) and \( \sum_{u=1}^z p_u = 1 \) and \( \sum_{v=1}^w p_{uv} = 1 \) \( \beta \) \[ \alpha \] for any \( 1 \leq u_1 < \ldots < u_w \leq z \). Also let \( \alpha = a_1 < a_2 \ldots < a_r = \beta, \ (r \geq 2) \) be the given points, and \( \psi \in C^n([\alpha, \beta]) \). Moreover, \( H_{ij} \) be the fundamental polynomials of the Hermite basis and \( G_{H,n} \) be the green functions as defined by (4) and (5) respectively. Then we have the following identity:

\[
P(x, p; \psi(x)) = \sum_{j=1}^r \sum_{i=0}^{k_j} \psi^{(i)}(a_j)P(x, p; H_{ij}(x)) + \int_\alpha^\beta P(x, p; G_{H,n}(x,s))\psi^{(n)}(s)ds. \tag{11}
\]

**Proof.** Using (3) in (2) and following the linearity of \( P(x, p; \cdot) \), we get (11). \( \square \)

For \( n \)-convex functions, we can give the following form of new identity (11).

**Theorem 4.** Let all the assumptions of Theorem 3 be satisfied and \( \psi \) be an \( n \)-convex function. Then we have the following result:
If
\[ P(x, p; G_{H,n}(x, s)) \geq 0, \quad s \in [\alpha, \beta] \] (12)
then
\[ P(x, p; \psi(x)) \geq \sum_{j=1}^{r} \sum_{i=0}^{k_j} \psi^{(i)}(a_j)P(x, p; H_{ij}(x)). \] (13)

Proof. Since the function \( \psi \) is \( n \)-convex, therefore without loss of generality we can assume that \( \psi \) is \( n \)-times differentiable and \( \psi^{(n)}(x) \geq 0 \) for all \( x \in [\alpha, \beta] \) (see [10], p. 16). Hence we can apply Theorem 3 to obtain (13). □

REMARK 3. The inequality (13) hold in reverse directions if the inequality in (12) is reversed.

By using Lagrange conditions we can give the following result.

COROLLARY 1. Let all the assumptions of Theorem 3 be satisfied and \( G_L \) be the green function as defined in (6). Also let \( \psi \) be \( n \)-convex function, then we have the following result:
If
\[ P(x, p; G_L(x, s)) \geq 0, \quad s \in [\alpha, \beta] \]
then
\[ P(x, p; \psi(x)) \geq \sum_{i=0}^{n} \psi(a_i)P(x, p; \prod_{k=1}^{n} \left( \frac{x - a_k}{a_j - a_k} \right)). \] (14)

By using type \((m, n - m)\) conditions we can give the following result.

COROLLARY 2. Let all the assumptions of Theorem 3 be satisfied and \( G_{(m,n)} \) be the Green function as defined by (9) and \( \tau_i, \eta_i \) be as defined in (7) and (8) respectively. Also let \( \psi \) be \( n \)-convex function, then we have the following result:
If
\[ P(x, p; G_{(m,n)}(x, s)) \geq 0, \quad s \in [\alpha, \beta] \]
then
\[ P(x, p; \psi(x)) \geq \sum_{i=0}^{m-1} \psi^{(i)}(\alpha)P(x, p; \tau_i(x)) + \sum_{i=0}^{n-m-1} \psi^{(i)}(\beta)P(x, p; \eta_i(x)). \]

By using Two-point Taylor conditions we can give the following result.

COROLLARY 3. Let all the assumptions of Theorem 3 be satisfied and \( G_{2T} \) be the green function as defined by (10). Also let \( \psi \) be \( n \)-convex function, then we have the following result:
If
\[ P(x, p; G_{2T}(x, s)) \geq 0, \quad s \in [\alpha, \beta] \]
then
\[
P(x, p; \psi(x)) \geq \sum_{i=0}^{m-1} \sum_{k=0}^{m-1-i} \binom{m+k-1}{k} \left[ \psi^{(i)}(\alpha) p(x, \frac{x-\alpha}{i!} (\frac{\alpha-\beta}{\beta-\alpha})^m (\frac{x-\alpha}{\beta-\alpha})^k) + \psi^{(i)}(\beta) p(x, \frac{x-\beta}{i!} (\frac{x-\alpha}{\alpha-\beta})^m (\frac{x-\beta}{\alpha-\beta})^k) \right].
\]

Now we obtain a generalization of Popoviciu’s type inequality for \( z \)-tuples.

**Theorem 5.** Let in addition to the assumptions of Theorem 3, \( p = (p_1, \ldots, p_z) \) be a positive \( z \)-tuple such that \( \sum_{u=1}^{z} p_u = 1 \), and \( \psi : [\alpha, \beta] \to \mathbb{R} \) be an \( n \)-convex function. Assume further that the inequality (13) be satisfied and the function
\[
F(x) = \sum_{j=1}^{r} \sum_{i=0}^{k_j} \psi^{(i)}(a_j) H_{ij}(x)
\]
is convex. Then we have
\[
P(x, p; \psi(x)) \geq 0.
\] (16)

**Proof.** \( P \) is a linear functional, so we can rewrite the R.H.S. of (13) in the form \( P(x, p; F(x)) \) where \( F \) is defined in (15) and will be obtained after reorganization of this side. Since \( F \) is assumed to be convex, therefore using the given conditions and by following Remark 1, the non negativity of the R.H.S. of (13) is immediate and we have (16) for positive \( z \)-tuples. \( \square \)

### 3. Bounds for identities related to generalization of Popoviciu’s inequality

In this section we present some interesting results by using Čebyšev functional and Grüss type inequalities. For two Lebesgue integrable functions \( f, h : [\alpha, \beta] \to \mathbb{R} \), we consider the Čebyšev functional
\[
\Delta(f, h) = \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} f(t) h(t) dt - \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} f(t) dt \cdot \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} h(t) dt.
\]
The following Grüss type inequalities are given in [4].

**Theorem 6.** Let \( f : [\alpha, \beta] \to \mathbb{R} \) be a Lebesgue integrable function and \( h : [\alpha, \beta] \to \mathbb{R} \) be an absolutely continuous function with \((\cdot - \alpha)(\beta - \cdot) h'(\cdot)^2 \in L[\alpha, \beta] \). Then we have the inequality
\[
|\Delta(f, h)| \leq \frac{1}{\sqrt{2}} \left[ \sqrt{\Delta(f, f)} \right]^{\frac{1}{2}} \frac{1}{\sqrt{\beta - \alpha}} \left( \int_{\alpha}^{\beta} (x - \alpha)(\beta - x)|h'(x)|^2 dx \right)^{\frac{1}{2}}. \quad (17)
\]
The constant \( \frac{1}{\sqrt{2}} \) in (17) is the best possible.
Theorem 7. Assume that \( h : [\alpha, \beta] \to \mathbb{R} \) is monotonic nondecreasing on \([\alpha, \beta]\) and \( f : [\alpha, \beta] \to \mathbb{R} \) be an absolutely continuous with \( f' \in L_\infty[\alpha, \beta]. \) Then we have the inequality

\[
|\Delta(f, h)| \leq \frac{1}{2(\beta - \alpha)} ||f'||_\infty \int_\alpha^\beta (x - \alpha)(\beta - x)dh(x).
\]  

(18)

The constant \( \frac{1}{2} \) in (18) is the best possible.

In the sequel, we consider above theorems to derive generalizations of the results proved in the previous section. In order to avoid many notions let us denote

\[
\tilde{\mathcal{O}}(s) = P(x, p; G_H(x, s)), \quad s \in [\alpha, \beta].
\]

Theorem 8. Let all the assumptions of Theorem 3 be valid with \(-\infty < \alpha < \beta < \infty\) and \( \alpha = a_1 < a_2 \ldots < a_r = \beta, \ (r \geq 2) \) be the given points. Moreover, \( \psi \in C^r([\alpha, \beta]) \) such that \( \psi^{(n)} \) is absolutely continuous with \(( -\alpha)(\beta - \cdot)[\psi^{(n+1)}]_2^2 \in L[\alpha, \beta]. \) Also let \( H_{ij} \) be the fundamental polynomials of the Hermite basis and the functions \( G_H \) and \( \tilde{\mathcal{O}} \) be defined by (5) and (19) respectively. Then

\[
P(x, p; \psi(x)) = \sum_{j=1}^{r} \sum_{i=0}^{k_j} \psi^{(i)}(a_j)P(x, p; H_{ij}(x)) + \frac{\psi^{(n-1)}(\beta) - \psi^{(n-1)}(\alpha)}{(\beta - \alpha)} \int_\alpha^\beta \tilde{\mathcal{O}}(s)ds + \tilde{R}_n(\alpha, \beta; \psi).
\]  

(20)

where the remainder \( \tilde{R}_n(\alpha, \beta; \psi) \) satisfy the bound

\[
|\tilde{R}_n(\alpha, \beta; \psi)| \leq |\Delta(\tilde{\mathcal{O}}, \tilde{\mathcal{O}})|^\frac{1}{2} \sqrt{\frac{\beta - \alpha}{2}} \left\| \int_\alpha^\beta (s - \alpha)(\beta - s)[\psi^{(n+1)}(s)]^2 ds \right\|^\frac{1}{2}.
\]

Proof. The proof is similar to the Theorem 9 in [3].

The following Grüss type inequalities can be obtained by using Theorem 7.

Theorem 9. Let all the assumptions of Theorem 3 be valid with \(-\infty < \alpha < \beta < \infty\) and \( \alpha = a_1 < a_2 \ldots < a_r = \beta, \ (r \geq 2) \) be the given points. Moreover, \( \psi \in C^r([\alpha, \beta]) \) such that \( \psi^{(n)} \) is absolutely continuous and let \( \psi^{(n+1)} \geq 0 \) on \([\alpha, \beta]\) with \( \tilde{\mathcal{O}} \) defined in (19). Then the representation (20) and the remainder \( \tilde{R}_n(\alpha, \beta; \psi) \) satisfies the estimation

\[
|\tilde{R}_n(\alpha, \beta; \psi)| \leq (\beta - \alpha)||\tilde{\mathcal{O}}'||_\infty \left[ \frac{\psi^{(n-1)}(\beta) + \psi^{(n-1)}(\alpha)}{2} - \frac{\psi^{(n-2)}(\beta) - \psi^{(n-2)}(\alpha)}{(\beta - \alpha)} \right].
\]

Proof. The proof is similar to the Theorem [10] in [3].

Now we intend to give the Ostrowski type inequalities related to generalizations of Popoviciu’s inequality.
THEOREM 10. Suppose all the assumptions of Theorem 3 be satisfied. Moreover, assume \((p, q)\) is a pair of conjugate exponents, that is \(p, q \in [1, \infty] \) such that \(1/p + 1/q = 1\). Let \(\psi^{(n)}[\alpha, \beta] \to \mathbb{R}\) be a \(\mathbb{R}\)-integrable function for some \(n \geq 2\). Then, we have

\[
\left| P(x, p; \psi(x)) - \sum_{j=1}^{r} \sum_{i=0}^{k_j} \psi^{(i)}(a_j) P(x, p; H_{ij}(x)) \right| \\
\leq ||\psi^{(n)}||_p \left( \int_{\alpha}^{\beta} \left| P(x, p; G_{H}(x, s)) \right|^{q} ds \right)^{1/q}.
\]  

(21)

The constant on the R.H.S. of (21) is sharp for \(1 < p \leq \infty\) and the best possible for \(p = 1\), respectively.

Proof. The proof is similar to the Theorem 11 in [3]. □

REMARK 4. We can give all the above results of this sections for the Lagrange conditions, Type \((m, n - m)\) conditions, Two-point Taylor conditions.

REMARK 5. Analogous to Section 4 and Section 5 of [3], the \(n\)-exponential convexity, mean value theorems and related monotonic Cauchy means (along with examples) can be constructed for the functional defined as the difference between the R.H.S and the L.H.S of the generalized inequality (13).
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APPLICATIONS OF THE HERMITE–HADAMARD INEQUALITY

MONIKA NOWICKA AND ALFRED WITKOWSKI

(Communicated by K. Nikodem)

Abstract. We show how the recent improvement of the Hermite-Hadamard inequality can be applied to some (not necessarily convex) planar figures and three-dimensional bodies satisfying some kind of regularity.

1. Introduction

The classical Hermite-Hadamard inequality [4] states that for a convex function $f : [a, b] \to \mathbb{R}$

$$f\left(\frac{a+b}{2}\right) \leq \frac{1}{b-a} \int_a^b f(t) \, dt \leq \frac{f(a) + f(b)}{2}.$$  (1)

Due to its simple and elegant form it became a natural object of investigations. Neuman and Bessenyei [6, 1] proved the version for simplices saying that if $\Delta \subset \mathbb{R}^n$ is a simplex with barycenter $b$ and vertices $x_0, \ldots, x_n$ and $f : \Delta \to \mathbb{R}$ is convex, then

$$f(b) \leq \frac{1}{\text{Vol}(\Delta)} \int_{\Delta} f(x) \, dx \leq \frac{f(x_0) + \ldots + f(x_n)}{n+1}.$$  (2)

The following generalizations for convex function on disk and ball can be found in [3]: If $D(O, R) \subset \mathbb{R}^2$ is a disk and $f : D \to \mathbb{R}$ is convex and continuous, then

$$f(O) \leq \frac{1}{\pi R^2} \iint_{D(O, R)} f(x, y) \, dx \, dy \leq \frac{1}{2 \pi R} \int_{\partial D(O, R)} f(x, y) \, ds$$

and if $B(O, R) \subset \mathbb{R}^3$ is a ball and $f : B \to \mathbb{R}$ is convex and continuous, then

$$f(O) \leq \frac{3}{4 \pi R^3} \iiint_{B(O, R)} f(x, y, z) \, dx \, dy \, dz \leq \frac{1}{4 \pi R^2} \iint_{\partial B(O, R)} f(x, y, z) \, dS.$$

The stronger version of the right-hand side of (1) ([9, page 140])

$$\frac{1}{b-a} \int_a^b f(t) \, dt \leq \frac{1}{2} \left( f\left(\frac{a+b}{2}\right) + \frac{f(a) + f(b)}{2} \right)$$
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also received generalizations for simplices [10], disks, 3-balls and regular $n$-gons $P$ [2]:

$$\frac{1}{\text{Vol}(\Delta)} \int_{\Delta} f(x) \, dx \leq \frac{1}{n+1} f(b) + \frac{n}{n+1} f(x_0) + \ldots + f(x_n),$$

$$\frac{1}{\pi R^2} \int_{D(O,R)} f(x,y) \, dx \, dy \leq \frac{1}{3} f(O) + \frac{2}{3} \cdot \frac{1}{2\pi R} \int_{\partial D(O,R)} f(x,y) \, ds,$$

$$\frac{3}{4\pi R^3} \int_{B(O,R)} f(x,y,z) \, dx \, dy \, dz \leq \frac{1}{4} f(O) + \frac{3}{4} \cdot \frac{1}{4\pi R^2} \int_{\partial B(O,R)} f(x,y,z) \, dS,$$

$$\frac{1}{\text{Area}(P)} \int_{P} f(x,y) \, dx \, dy \leq \frac{1}{3} f(O) + \frac{2}{3\text{Perim}(P)} \int_{\partial P} f(x,y) \, ds.$$  

In this paper we use the lower and upper estimates for the average of a convex function over a simplex obtained by the authors in [7, 8]. We provide the alternate proof of the above results and then generalize them to figures and bodies satisfying some regularity conditions and to a broader class of functions.

2. Definitions and lemmas

Suppose $x_0, \ldots, x_n \in \mathbb{R}^n$ are the vertices of a simplex $\Delta \subset \mathbb{R}^n$.

For a nonempty set $K \subset \{0, \ldots, n\}$ we denote by $\Delta_K$ the simplex $\text{conv}\{x_i : i \in K\}$.

For every set $K \subset \{0, \ldots, n\}$ we denote by $\Delta^{[K]}$ the simplex with vertices

$$x_j^{[K]} = \frac{1}{n+1} \sum_{i \in K} x_i + \frac{n+1-k}{n+1} x_j, \quad j \in \{0, \ldots, n\} \setminus K.$$  

We shall denote by $h_a^{\lambda}$ the homothety with center $a$ and scale $\lambda$, i.e. the mapping defined by the formula

$$h_a^{\lambda}(x) = a + \lambda (x - a).$$

By $\partial B$ we shall denote the boundary of the set $B$.

Remark 2.1. In the plane the simplices $\Delta^{[K]}$ are: the triangle (if $K = \emptyset$), intersection of the triangle and a line parallel to one of its sides and passing through its barycenter (if $K$ has one element) and the barycenter itself if $K$ has two elements.

In case of three dimensions we have respectively: the tetrahedron, triangles parallel to its faces, segments parallel to its edges; all of them having the same barycenter.

Note that the simplices $\Delta^{[K]}$ can be obtained by applying homotheties to the faces of $\Delta$. The details are explained in [7].

If $U \subset \mathbb{R}^k$ and $f : U \to \mathbb{R}$ is a Riemann integrable function, then by

$$\text{Avg}(f,U) = \frac{1}{\text{Vol}(U)} \int_{U} f(x) \, dx.$$
we shall denote its average value over $U$. For simplicity of notation if $A, B, \ldots, Z$ are points and $U = \text{conv}\{A, B, \ldots, Z\}$ we shall write $\text{Avg}(f, AB\ldots Z)$.

The following results provide the main tools for our investigations:

**THEOREM 2.1.** ([8]) Suppose $f: \Delta \to \mathbb{R}$ is a convex function and $K, L \subset \{0, \ldots, n\}$ are disjoint, nonempty sets. Then

$$\text{Avg}(f, \Delta_{K \cup L}) \leq \frac{\text{card}K}{\text{card}K \cup L} \cdot \text{Avg}(f, \Delta_K) + \frac{\text{card}L}{\text{card}K \cup L} \cdot \text{Avg}(f, \Delta_L).$$

**THEOREM 2.2.** ([7]) If $K \subseteq L$ are proper subsets of $\{0, \ldots, n\}$ and $f: \Delta \to \mathbb{R}$ is a convex function, then

$$f(b) \leq \text{Avg}(f, \Delta^L) \leq \text{Avg}(f, \Delta^K) \leq \text{Avg}(f, \Delta).$$

The above theorems were proven by Chen [2] in case $\Delta$ is a triangle.

In the sequel we shall apply both theorems to some planar and 3-dimensional bodies.

### 3. Quadrilateral

Bessenyei in [1] proved that if $ABCD$ is a parallelogram and $f$ is a convex function, then $\text{Avg}(f, ABCD) \leq \frac{1}{4}(f(A) + f(B) + f(C) + f(D))$.

We will try to generalize and improve this result.

Consider a quadrilateral $ABCD$ such that the segment $AC$ divides its area evenly (see Figure 1a).

![Figure 1: Quadrilateral with equal halves](image)

We can apply Theorem 2.1 to both triangles $ABC$ and $ADC$ to obtain

$$\text{Avg}(f, ABC) \leq \frac{1}{3}f(B) + \frac{2}{3}\text{Avg}(f, AC), \quad (4)$$

$$\text{Avg}(f, ACD) \leq \frac{1}{3}f(D) + \frac{2}{3}\text{Avg}(f, AC), \quad (5)$$
which yields
\[
\text{Avg}(f,ABCD) \leq \frac{1}{3} \left( \frac{f(B) + f(D)}{2} + 2 \text{Avg}(f,AC) \right) \tag{6}
\]
\[
\leq \frac{1}{3} \left( \frac{f(B) + f(D)}{2} + f(A) + f(C) \right).
\]

By adding a midpoint \( O \) of the segment \( AC \) we can get another upper bound (see Figure 1b):
\[
\text{Avg}(f,AOB) \leq \frac{1}{3} f(O) + \frac{2}{3} \text{Avg}(f,AB)
\]
\[
\text{Avg}(f,BOC) \leq \frac{1}{3} f(O) + \frac{2}{3} \text{Avg}(f,BC)
\]
\[
\text{Avg}(f,COD) \leq \frac{1}{3} f(O) + \frac{2}{3} \text{Avg}(f,CD)
\]
\[
\text{Avg}(f,DOA) \leq \frac{1}{3} f(O) + \frac{2}{3} \text{Avg}(f,DA)
\]
and since the four triangles have the same area this produces
\[
\text{Avg}(f,ABCD) \leq \frac{f(O)}{3} + \frac{2}{3} \text{Avg}(f,AB) + \text{Avg}(f,BC) + \text{Avg}(f,CD) + \text{Avg}(f,DA)
\]
\[
\leq \frac{f(O)}{3} + \frac{2}{3} \frac{f(A) + f(B) + f(C) + f(D)}{4}. \tag{7}
\]

Thus we have proven the following

**Theorem 3.1.** Let \( ABCD \) be a quadrilateral such that the segment \( AC \) divides it into two triangles of equal area and \( O \) be the midpoint of \( AC \). If \( f : ABCD \to \mathbb{R} \) is such that its restrictions to triangles \( ABC \) and \( ACD \) are convex, then the inequalities (6), (7) and (8) hold.

To obtain the lower bound we apply Theorem 2.2 to both triangles \( ABC \) and \( ACD \). By Remark 2.1 we have four reasonable choices for each triangle, so we can produce 16 inequalities. An example is shown on the Figure 1c: the segments \( PQ = h^{2/3}_C(DA) \) and \( QR = h^{2/3}_C(AB) \) pass through the barycenters of both triangles and therefore \( \text{Avg}(f,PQ) \leq \text{Avg}(f,ACD) \) and \( \text{Avg}(f,QR) \leq \text{Avg}(f,ABC) \), which leads to
\[
\text{Avg}(f,PQ) + \text{Avg}(f,QR) \leq \text{Avg}(f,ABCD).
\]

The reader will easily find two other pairs of segments for which Theorem 2.2 can be applied.

A parallelogram offers more opportunities: firstly, we obtain inequalities (4) and (5) with \( BD \) and \( AC \) swapped thus obtaining an improvement of Bessenyei’s result
THEOREM 3.2. Let $ABCD$ be a parallelogram with center $O$ and $f : ABCD \to \mathbb{R}$ be such that its restrictions to triangles $AOB$, $BOC$, $COD$ and $DOA$ are convex, then the inequalities (7) and (8) hold and additionally

$$\text{Avg}(f, ABCD) \leq \frac{1}{3} \min \left\{ \frac{f(B) + f(D)}{2} + 2 \text{Avg}(f, AC), \frac{f(A) + f(C)}{2} + 2 \text{Avg}(f, BD) \right\}$$

$$\leq \frac{1}{3} \min \left\{ \frac{f(B) + f(D)}{2} + f(A) + f(C), \frac{f(A) + f(C)}{2} + f(B) + f(C) \right\}$$

$$\leq \frac{f(A) + f(B) + f(C) + f(D)}{4}.$$

The fact that the parallelogram can be divided into four triangles of equal area opens new opportunities. For example we can apply Theorem 2.1 to $AOB$ (and then cyclically to others) as follows:

$$\text{Avg}(f, AOB) \leq \frac{1}{3} f(A) + \frac{2}{3} \text{Avg}(f, OB).$$

Summing and taking into account that the point $O$ halves both diagonals we get

THEOREM 3.3. Under the assumption of Theorem 3.2

$$\text{Avg}(f, ABCD) \leq \frac{1}{3} \left( f(A) + f(B) + f(C) + f(D) \right) + \frac{2}{3} \left( \text{Avg}(f, AC) + \text{Avg}(f, BD) \right).$$

The reader will find more estimates applicable to parallelograms and rhombus in Section 4 devoted to polygons.

As above using Theorem 2.2 we can produce 64 different lower bounds. Figure 2 illustrates two, probably the most spectacular, inequalities:

THEOREM 3.4. Under the assumption of Theorem 3.2 let $A'B'C'D' = h_{2/3}^O (ABCD), KL = h_{2/3}^D (AO), LM = h_{2/3}^D (OC), PQ = h_{2/3}^D (AO), QR = h_{2/3}^D (OC)$. Then the following inequalities hold (see Figure 2)

$$\frac{\text{Avg}(f, KL) + \text{Avg}(f, LM) + \text{Avg}(f, PQ) + \text{Avg}(f, QR)}{4} \leq \text{Avg}(f, ABCD),$$

Figure 2: Lower bounds for parallelogram
\[
\frac{\text{Avg}(f,A'B') + \text{Avg}(f,B'C') + \text{Avg}(f,C'D') + \text{Avg}(f,D'A')}{4} \leq \text{Avg}(f,ABCD).
\]

**Remark 3.1.** If \(f\) is convex on the parallelogram, then obviously \(f\) is convex on all four triangles. The converse does not hold. In both cases one can easily conclude the inequality
\[
\frac{1}{4} \sum_{k=1}^{4} f(O_k) \leq \text{Avg}(f,ABCD),
\]
where \(O_k\)'s are the barycenters of the triangles. This inequality in case of convex \(f\) yields \(f(O) \leq \text{Avg}(f,ABCD)\). In the case of convexity on triangles only this may not be true (consider the quadrilateral \(\{(x,y) : |x| + |y| = 1\}\) and \(f(x,y) = -|y|\)).

### 4. Fans and \(n\)-gons

We shall call **nice** a star-shaped polygon \(P\) with vertices \(A_0, \ldots, A_{n-1}\) satisfying the following condition: there exists a point \(O\) called **center** in the kernel of \(P\) such that all triangles \(OA_kA_{k+1}\), \(k = 0, \ldots, n-1\) are of the same area. If additionally all segments \(A_kA_{k+1}\) are of the same length, then we shall call it **very nice**.

Regular \(n\)-gons are very nice, but the class of nice and very nice polygons is much broader.

**Theorem 4.1.** If \(P\) is a nice polygon and \(f : P \to \mathbb{R}\) is convex on every triangle formed by its center \(O\) and two consecutive vertices, then

\[
\text{Avg}(f,P) \leq \frac{1}{3} f(O) + \frac{2}{3} \cdot \frac{1}{n} \sum_{k=0}^{n-1} \text{Avg}(f,A_kA_{k+1}),
\]

(9)

\[
\text{Avg}(f,P) \leq \frac{1}{3} \cdot \frac{1}{n} \sum_{k=0}^{n-1} f(A_k) + \frac{2}{3} \cdot \frac{1}{n} \sum_{k=0}^{n-1} \text{Avg}(f,OA_k),
\]

(10)

\[
\text{Avg}(f,P) \leq \frac{1}{3} f(O) + \frac{2}{3} \cdot \frac{1}{n} \sum_{k=0}^{n-1} f(A_k).
\]

(11)

If additionally \(A'_k = h_O^{2/3}(A_k)\) for \(k = 0, \ldots, n-1\), then

\[
\frac{1}{n} \sum_{k=0}^{n-1} \text{Avg}(f,A_kA'_{k+1}) \leq \text{Avg}(f,P)
\]

(12)

(see Figure 3).

**Proof.** To obtain (9) apply Theorem 2.1 to vertex \(O\) and side \(A_kA_{k+1}\), then add up the inequalities. Similarly, for (10) use vertex \(A_k\) and side \(OA_{k+1}\). The inequality (11) can be obtained from (9) or (10) by applying standard Hermite-Hadamard inequalities. Finally (12) is consequence of Theorem 2.2. □
REMARK 4.1. Every triangle is a nice polygon with its barycenter as $O$.

REMARK 4.2. In case of a very nice polygon, the inequalities (9) and (12) can be written as
\[
\text{Avg}(f, \partial h_O^{2/3}(P)) \leq \text{Avg}(f, P) \leq \frac{1}{3} f(O) + \frac{2}{3} \text{Avg}(f, \partial P).
\]

Suppose $n$ is even. Then we can group the triangles in pairs to get
\[
\text{Avg}(f, OA_kA_{k+1}) \leq \frac{1}{3} f(A_{k+1}) + \frac{2}{3} \text{Avg}(f, OA_k) \\
\text{Avg}(f, OA_{k-1}A_k) \leq \frac{1}{3} f(A_{k-1}) + \frac{2}{3} \text{Avg}(f, OA_k).
\]

This shows that the following result holds true.

**THEOREM 4.2.** Under assumptions of Theorem 4.1 if the number of vertices of $P$ is even, then
\[
\text{Avg}(f, P) \leq \frac{1}{3 \frac{n}{2}} \sum_{k \text{ odd}} f(A_k) + \frac{2}{3 \frac{n}{2}} \sum_{k \text{ even}} \text{Avg}(f, OA_k),
\]
\[
\text{Avg}(f, P) \leq \frac{1}{3 \frac{n}{2}} \sum_{k \text{ even}} f(A_k) + \frac{2}{3 \frac{n}{2}} \sum_{k \text{ odd}} \text{Avg}(f, OA_k),
\]
(see Figure 3).

**Figure 3:** Hermite-Hadamard inequalities for $n$-gon

REMARK 4.3. Note that every nice $n$-gon can be considered a nice $2n$-gon by adding the midpoints of its sides to the set of vertices (see Figure 3).

Remark 3.1 remains valid also in this case.

A fan is a polygon with vertices $O, A_1, \ldots, A_n$ such that all triangles $OA_kA_{k+1}$, $k = 1, \ldots, n - 1$ are of the same orientation and $\sum_{k=1}^{n-1} \angle A_k OA_{k+1} < 2\pi$. For nice fans we obtain similar results as for nice $n$-gons. We encourage the reader to formulate an equivalent of Theorems 4.1 and 4.2.
5. Annulus

In [2] the following version of Hermite-Hadamard inequality can be found

**Theorem 5.1.** (\[2\], Th. 2.2) Let \( U \) be a convex subset of a plane, and \( D \subset U \) be an annulus with radii \( r < R \) and \( C(s) \) denotes a co-centric circle with radius \( s \), then for a convex function \( f: U \to \mathbb{R} \) hold

\[
\text{Avg} \left( f, C \left( \frac{2(r^2 + rR + R^2)}{3(r + R)} \right) \right) \leq \text{Avg}(f, D)
\]

and

\[
\text{Avg}(f, D) \leq \frac{2r + R}{3(r + R)} \text{Avg}(f, C(r)) + \frac{r + 2R}{3(r + R)} \text{Avg}(f, C(R)).
\]

We shall improve this result. For \( n > 4 \) let \( A^n_k \), \( k = 0, \ldots, n - 1 \) be the vertices of a regular \( n \)-gon inscribed in \( C(R) \) and \( B^n_k \), \( k = 0, \ldots, n - 1 \) be the vertices of a regular \( n \)-gon inscribed in \( C(r) \) and rotated anticlockwise by \( \frac{2\pi}{n} \). The two polygons bound the area \( D_n \), and divide it into \( 2n \) isosceles triangles \( \mathcal{K}_k^n = A^n_k A^n_{k+1} B^n_k \) and \( \mathcal{L}_k^n = B^n_k B^n_{k+1} A^n_{k+1} \). We have

\[
\text{Area } \mathcal{K}_k^n = R \sin \frac{\pi}{n} \left( R \cos \frac{\pi}{n} - r \right), \quad \text{Area } \mathcal{L}_k^n = r \sin \frac{\pi}{n} \left( R - r \cos \frac{\pi}{n} \right), \quad \text{(13)}
\]

\[
\text{Area } D_n = \sum_{k=0}^{n-1} (\text{Area } \mathcal{K}_k^n + \text{Area } \mathcal{L}_k^n) = n \pi \frac{R - r}{R^2 - r^2} \quad \text{(14)}
\]

Denote by \( K^n_k, L^n_k \) the barycenters of \( \mathcal{K}_k^n \) and \( \mathcal{L}_k^n \). Applying the Hermite-Hadamard inequality, equations (13) and (14) we obtain

\[
\text{Avg}(f, D_n) = \frac{1}{\text{Area } D_n} \sum_{k=0}^{n-1} \left( \int_{\mathcal{K}_k^n} f(x) \, dx + \int_{\mathcal{L}_k^n} f(x) \, dx \right)
\]

\[
= \sum_{k=0}^{n-1} \left( \frac{\text{Area } \mathcal{K}_k^n}{\text{Area } D_n} \text{Avg}(f, \mathcal{K}_k^n) + \frac{\text{Area } \mathcal{L}_k^n}{\text{Area } D_n} \text{Avg}(f, \mathcal{L}_k^n) \right)
\]

\[
\geq \frac{R \cos \frac{\pi}{n} - r}{\cos \frac{\pi}{n} (R^2 - r^2)} \frac{1}{n} \sum_{k=0}^{n-1} f(K^n_k) + \frac{r (R - r \cos \frac{\pi}{n})}{\cos \frac{\pi}{n} (R^2 - r^2)} \frac{1}{n} \sum_{k=0}^{n-1} f(L^n_k). \quad \text{(15)}
\]

As \( n \) tends to infinity the two regular polygons with vertices \( K^n_k \) and \( L^n_k \) respectively approach the circles of radii \( \frac{1}{2}(2R + r) \) and \( \frac{1}{2}(R + 2r) \), and the arithmetic means in (15) tend to averages of \( f \) over these circles, so we have proven the following fact.

**Theorem 5.2.** Under the assumptions of Theorem 5.1 the inequality

\[
\frac{R}{r + R} \text{Avg} \left( f, C \left( \frac{r + 2R}{3} \right) \right) + \frac{r}{r + R} \text{Avg} \left( f, C \left( \frac{2r + R}{3} \right) \right) \leq \text{Avg}(f, D)
\]

holds.
Similar reasoning and the strengthened version of the Hermite-Hadamard inequality (3) applied to $\mathcal{K}_n^m$ and $\mathcal{L}_k^n$ produce a better right bound.

**Theorem 5.3.** Under the assumptions of Theorem 5.1 the inequality

$$\text{Avg}(f, D) \leq \frac{1}{3} \left[ \frac{R}{r+R} \text{Avg} \left( f, C \left( \frac{r+2R}{3} \right) \right) + \frac{r}{r+R} \text{Avg} \left( f, C \left( \frac{2r+R}{3} \right) \right) \right]$$

$$+ \frac{2}{3} \left[ \frac{r+2R}{3(r+R)} \text{Avg}(f, C(R)) + \frac{2r+R}{3(r+R)} \text{Avg}(f, C(r)) \right]$$

holds.

**Remark 5.1.** Suppose the function $f$ is such there exist a point $O \in U$ and half-lines starting from $O$ such that $f$ is convex in each sector bounded by them. Then, if $O$ is the center of $D$, the inequalities in (15) are valid for all triangles except those intersecting with the sectors’ boundaries. Thus they can be neglected as $n$ tends to infinity, and the Theorems 5.2 and 5.3 remain valid for $f$.

### 6. Platonic bodies and related polytopes

Let $B \subset \mathbb{R}^3$ be a platonic body inscribed in a sphere with center $O$. Define the following sets:

- $\mathcal{S}$ – set of segments joining $O$ with vertices of $B$
- $\mathcal{O}$ – set of segments joining $O$ with centers of faces
- $\mathcal{E}$ – set of edges of $B$
- $\mathcal{D}$ – set of segments joining centers of faces with their vertices.

**Theorem 6.1.** Let $f : B \to \mathbb{R}$ be a function such that its restriction to every pyramid formed by a face as a base and $O$ as its apex is convex. Then with the above notation the following inequalities hold:

$$\text{Avg}(f, B) \leq \frac{1}{4} f(O) + \frac{3}{4} \text{Avg}(f, \partial B), \quad (16)$$

$$\text{Avg}(f, B) \leq \frac{1}{2} \text{Avg}(f, \mathcal{O}) + \frac{1}{2} \text{Avg}(f, \mathcal{E}), \quad (17)$$

$$\text{Avg}(f, B) \leq \frac{1}{2} \text{Avg}(f, \mathcal{S}) + \frac{1}{2} \text{Avg}(f, \mathcal{D}), \quad (18)$$

and

$$\text{Avg}(f, \partial h_{O}^{3/4}(B)) \leq \text{Avg}(f, B). \quad (19)$$
Proof. Let $F$ be a face of $B$ with vertices $A_0, \ldots, A_{n-1}$ and $O'$ be its circumcenter. Split the pyramid $FO$ into simplices $OO'A_kA_{k+1}$. Applying Theorem 2.1 we obtain

$$\text{Avg}(f, OO'A_kA_{k+1}) \leq \frac{1}{4} f(O) + \frac{3}{4} \text{Avg}(f, O'A_kA_{k+1}).$$

Summing over $k$ and $F$ we obtain (16). The inequalities

$$\text{Avg}(f, OO'A_kA_{k+1}) \leq \frac{1}{2} \text{Avg}(f, OO') + \frac{1}{2} \text{Avg}(f, A_kA_{k+1})$$

lead to (17), while

$$\text{Avg}(f, OO'A_kA_{k+1}) \leq \frac{1}{2} \text{Avg}(f, OA_k) + \frac{1}{2} \text{Avg}(f, O'A_{k+1})$$

give (18). Finally Theorem 2.2 leads to the inequalities

$$\text{Avg}(f, h_O^{3/4} (O'A_kA_{k+1})) \leq \text{Avg}(f, OO'A_kA_{k+1})$$

that finally yield (19). □

Based on a platonic body $B$ we can build a new polytope $B^\ast$ in the following way: on every face $F$ of $B$ we build or excavate a regular pyramid of the same height with apex $O_F$. If we denote by

- $\mathcal{S}$ – set of segments joining $O$ with vertices of $B$,
- $\mathcal{O}^*$ – set of segments joining $O$ with $O_F$'s,
- $\mathcal{E}$ – set of edges of $B$,
- $\mathcal{D}^*$ – set of segments joining $O_F$'s of the pyramids with vertices of $F$,

then the same reasoning as above shows that the next theorem is valid.

**Theorem 6.2.** Let $f: B^\ast \to \mathbb{R}$ be a function such that its restriction to every tetrahedron formed by $O$, $O_F$ and two adjacent vertices of $F$. Then with the above notation the following inequalities hold:

$$\text{Avg}(f, B^\ast) \leq \frac{1}{4} f(O) + \frac{3}{4} \text{Avg}(f, \partial B^\ast),$$

$$\text{Avg}(f, B^\ast) \leq \frac{1}{2} \text{Avg}(f, \mathcal{O}^*) + \frac{1}{2} \text{Avg}(f, \mathcal{E}),$$

$$\text{Avg}(f, B^\ast) \leq \frac{1}{2} \text{Avg}(f, \mathcal{S}) + \frac{1}{2} \text{Avg}(f, \mathcal{D}^*),$$

and

$$\text{Avg}(f, h_O^{3/4} (B^\ast)) \leq \text{Avg}(f, B^\ast).$$
7. Dipyramid and dicone

Let $P$ be a regular, convex $n$-gon with vertices $A_0, \ldots, A_{n-1}$. Suppose $X$ is a point on the line $l$ perpendicular to the plane containing $P$ and passing through its center. The set $\mathcal{U}_X = \bigcup_{k=0}^{n-1} X A_k A_{k+1}$ will be called a Chinese umbrella with vertex $X$. The umbrella’s scaffold will be denoted by $\mathcal{S}_X = \bigcup_{k=0}^{n-1} X A_k$.

By a dipyramid with vertices $O_0, O_1$ we mean the body $D$ bounded by two Chinese umbrellas $\mathcal{U}_{O_0}$ and $\mathcal{U}_{O_1}$. The dipyramid may be convex or not, depending on the position of its vertices with respect to the plane of the polygon.

The following result is a consequence of Theorems 2.1 and 2.2.

**Theorem 7.1.** Let $D$ be a dipyramid with vertices $O_0$ and $O_1$, and let $f : D \to \mathbb{R}$ be a function that is convex on every simplex $O_0 O_1 A_k A_{k+1}$, $k = 0, \ldots, n - 1$. Then

\[
\begin{align*}
\text{Avg}(f, D) &\leq \frac{1}{4} f(O_0) + \frac{3}{4} \text{Avg}(f, \mathcal{U}_{O_1}), \\
\text{Avg}(f, D) &\leq \frac{1}{4} f(O_1) + \frac{3}{4} \text{Avg}(f, \mathcal{U}_{O_0}), \\
\text{Avg}(f, h^{3/4}_{O_0}(\mathcal{U}_{O_1})) &\leq \text{Avg}(f, D), \\
\text{Avg}(f, h^{3/4}_{O_1}(\mathcal{U}_{O_0})) &\leq \text{Avg}(f, D), \\
\text{Avg}(f, D) &\leq \frac{1}{2} \left( \text{Avg}(f, O_0 O_1) + \text{Avg}(f, \partial P) \right), \\
\text{Avg}(f, D) &\leq \frac{1}{2} \left( \text{Avg}(f, \mathcal{S}_{O_0}) + \text{Avg}(f, \mathcal{S}_{O_1}) \right).
\end{align*}
\]

(see Figure 4).

**Proof.** Grouping the vertices of the simplex $O_0 O_1 A_k A_{k+1}$ into $\{O_0\}, \{O_1 A_k A_{k+1}\}$ one gets the inequalities (20) and (22). Similar split $\{O_1\}, \{O_0 A_k A_{k+1}\}$ gives (21) and (23).

Inequalities (24) and (25) follow by grouping them into $\{O_0 O_1\}, \{A_k A_{k+1}\}$ and $\{O_0 A_k\}, \{O_1 A_{k+1}\}$ respectively. □

![Theorem 7.1](image1)

**Figure 4:** Hermite-Hadamard inequalities for dipyramid
Denote by $\eta_i$, $i = 0, 1$ the angle between the line $l$ and the plane of a side of $\mathcal{U}_i$, and for $0 < s < 1$ let $O_s = (1-s)O_0 + sO_1$. The umbrella $\mathcal{U}_i$ splits the dipyramid $\mathcal{D}$ into two dipyramids $\mathcal{D}_s^0$ and $\mathcal{D}_s^1$ with vertices $O_0, O_s$ and $O_1, O_s$ respectively. It is clear, that

$$\text{Vol}(\mathcal{D}_s^0) = s \text{Vol}(\mathcal{D}) \quad \text{and} \quad \text{Vol}(\mathcal{D}_s^1) = (1-s)\text{Vol}(\mathcal{D}).$$

Note also that

$$\frac{\text{Area}(\mathcal{U}_0)}{\text{Area}(\mathcal{U}_1)} = \frac{\sin \eta_1}{\sin \eta_0}$$

which gives

$$\text{Area}(\partial \mathcal{D}) = \frac{\sin \eta_0 + \sin \eta_1}{\sin \eta_1} \text{Area}(\mathcal{U}_0) = \frac{\sin \eta_0 + \sin \eta_1}{\sin \eta_0} \text{Area}(\mathcal{U}_1).$$

Now we are ready to generalize the results of Theorem 7.1.

**Theorem 7.2.** Under the assumptions of Theorem 7.1 for all $0 < s < 1$ the inequalities

$$\text{Avg}(f, \mathcal{D}) \leq \frac{1}{4} f(O_s) + \frac{3}{4} \left( s \text{Avg}(f, \mathcal{U}_0) + (1-s)\text{Avg}(f, \mathcal{U}_1) \right),$$

$$s \text{Avg}(f,h_{O_s}^{3/4}(\mathcal{U}_0)) + (1-s)\text{Avg}(f,h_{O_s}^{3/4}(\mathcal{U}_1)) \leq \text{Avg}(f, \mathcal{D}),$$

$$\text{Avg}(f, \partial h_{O_s}^{3/4}(\mathcal{D})) \leq \frac{\sin \eta_1 \text{Avg}(f, \mathcal{D}_s^0)}{\sin \eta_0 + \sin \eta_1} + \frac{\sin \eta_0 \text{Avg}(f, \mathcal{D}_s^1)}{\sin \eta_0 + \sin \eta_1}$$

are valid.

**Proof.** To prove (28) we apply inequality (20) to $\mathcal{D}_s^0$ and to $\mathcal{D}_s^1$ and obtain

$$\text{Avg}(f, \mathcal{D}_s^0) \leq \frac{1}{4} f(O_s) + \frac{3}{4} \text{Avg}(f, \mathcal{U}_0),$$

$$\text{Avg}(f, \mathcal{D}_s^1) \leq \frac{1}{4} f(O_s) + \frac{3}{4} \text{Avg}(f, \mathcal{U}_1).$$

Now we multiply the first inequality by $s$, the second by $1-s$ and add up both inequalities taking into account equalities (26).

The proof of (29) is similar but uses (22) and (23).

And finally from (22), (23) and (27) (which remains valid for homothetic images also) it follows that

$$\frac{\sin \eta_0 + \sin \eta_1}{\sin \eta_{1-i}} \frac{1}{\text{Area}(\partial h_{O_s}^{3/4}(\mathcal{D}))} \int_{h_{O_s}^{3/4}(\mathcal{U}_i)} f(x) \, dx \leq \text{Avg}(f, \mathcal{D}_s^i), \quad i = 0, 1.$$
COROLLARY 7.3. Let \( s^* = \frac{\sin \eta_0}{\sin \eta_0 + \sin \eta_1} \). The equations (27), (26) and Theorem 7.2 imply that

\[
\text{Avg}(f, \mathcal{D}) \leq \frac{1}{4} f(O_{s^*}) + \frac{3}{4} \text{Avg}(f, \partial \mathcal{D}),
\]

\[
\text{Avg}(f, \partial h^{3/4}_O(\mathcal{D})) \leq \text{Avg}(f, \mathcal{D}).
\]

With \( n \) growing to infinity our dipyrmaids approximate a dicone, where the \( n \)-gon \( P \) gets replaced by a circle of radius \( R \). All formulas (20)–(24), (28)–(30) remain valid, while the formula (25) needs a modification.

Let us introduce a coordinate system in the most natural way (center \( O \) at the center of \( P \), \( z \)-axis along the line \( l \) and \( x \)-axis along \( OA_0 \)). Then we have

\[
\text{Avg}(f, \mathcal{I}_0) = \frac{1}{n |O_0A_0|} \int_{O_0A_k} f(x, y, z) \, dl
\]

with \( x = r \cos \phi \), \( y = r \sin \phi \), \( z = (R - r) \cot \eta_0 \), \( 0 \leq r \leq R \)

\[
= \frac{1}{n R} \sum_{k=0}^{n-1} \int_0^R f \left( r \cos \frac{2 \pi k}{n}, r \sin \frac{2 \pi k}{n}, (R - r) \cot \eta_0 \right) \, dr
\]

\[
= \frac{1}{2 \pi R} \int_0^R \int_0^{2 \pi} f \left( r \cos \phi, r \sin \phi, (R - r) \cot \eta_0 \right) \, d\phi \, dr
\]

\[
= \frac{1}{2 \pi R} \iint_{x^2 + y^2 \leq R^2} f(x, y, (R - \sqrt{x^2 + y^2}) \cot \eta_0) \, \frac{1}{\sqrt{x^2 + y^2}} \, dx \, dy
\]

\[
= \frac{\sin \eta_0}{2 \pi R} \iint_{\mathcal{U}_0} \frac{f(x, y, z)}{\sqrt{x^2 + y^2}} \, dS.
\]

Therefore the following result holds.

THEOREM 7.4. If \( f \) is a convex function defined on a dicone \( \mathcal{D} \), and \( g(x) = \frac{f(x)}{\text{dist}(x, l)} \) (\( \text{dist}(x, l) \) denotes the distance from \( x \) to the line \( l \)), then

\[
\text{Avg}(f, \mathcal{D}) \leq \frac{R}{4} \left( \text{Avg}(g, \mathcal{U}_0) + \text{Avg}(g, \mathcal{U}_1) \right).
\]

8. Cube

A cube being a Platonic body enjoys all properties discussed in Section 6. In this section we present a handful of other applications of Theorems 2.1 and 2.2.

THEOREM 8.1. Let \( C \) be a cube, and \( f : C \to \mathbb{R} \) be a function convex on every pyramid formed by a face and the center \( O \) of the cube. Fix two opposite vertices of a cube and let \( P \) be a set being the sum of six diagonals of faces meeting at these vertices. Let \( Q \) be the set of three main diagonals joining the remaining six vertices. Then

\[
\text{Avg}(f, C) \leq \frac{1}{2} \text{Avg}(f, P) + \frac{1}{2} \text{Avg}(f, Q).
\]
Proof. Let $ABCD$ be the face containing diagonal $AC$ in $P$. The pyramid $ABCD$ is the sum of two simplices $ABCO$ and $ACDO$. Splitting vertices of each of them into groups $\{AC\}, \{BO\}$ and $\{AC\}, \{DO\}$ respectively one gets

\[
\operatorname{Avg}(f, ABCO) \leq \frac{1}{2} (\operatorname{Avg}(f, AC) + \operatorname{Avg}(f, BO))
\]
\[
\operatorname{Avg}(f, ACDO) \leq \frac{1}{2} (\operatorname{Avg}(f, AC) + \operatorname{Avg}(f, DO))
\]

which gives

\[
2 \operatorname{Avg}(f, ABCDO) \leq \operatorname{Avg}(f, AC) + \frac{1}{2} (\operatorname{Avg}(f, BO) + \operatorname{Avg}(f, DO)).
\]

We complete the proof in usual way, applying the same process to all diagonals in $P$. □

Theorem 8.2. Let $C$ be a cube, and $f : C \to \mathbb{R}$ be a function convex on every pyramid formed by a face and the center $O$ of the cube. Fix two opposite vertices of $C$ and let $S$ be a set being the sum of edges meeting at these vertices. Let $Q$ be the set of three main diagonals joining the remaining six vertices. Then

\[
\operatorname{Avg}(f, C) \leq \frac{1}{2} \operatorname{Avg}(f, S) + \frac{1}{2} \operatorname{Avg}(f, Q).
\]

Proof. The proof goes exactly the same way as the previous one, but this time we split the vertices of simplices into groups $\{CO\}, \{AB\}$ and $\{CO\}, \{AD\}$ respectively which leads to

\[
2 \operatorname{Avg}(f, ABCDO) \leq \operatorname{Avg}(f, OC) + \frac{1}{2} (\operatorname{Avg}(f, AB) + \operatorname{Avg}(f, AD)).
\] □

The cube can be split into six simplices of equal volumes in different ways. One of them is particularly interesting – we shall call it a diagonal split. Select two opposite vertices, say $O_1$ and $O_2$. The remaining vertices can be connected by edges of the cube so that they form a closed polygonal line $L = V_0 \ldots V_5 V_0$. The diagonal split consists of six simplices $O_1 O_2 V_k V_{k+1}$. Note that $O_1 V_k$ and $O_2 V_{k+1}$ are of the same length – they are both edges of the cube or diagonals of its faces. The next theorem shows how the diagonal split can be explored.

Theorem 8.3. Consider a diagonal split of a cube $C$. Denote by $S$ the set of six edges adjacent to $O_1$ and $O_2$ and by $P$ the set of six diagonals of faces adjacent to $O_1$ and $O_2$. If $f : C \to \mathbb{R}$ is convex on each simplex of the split, then

\[
\operatorname{Avg}(f, C) \leq \frac{1}{2} \operatorname{Avg}(f, O_1 O_2) + \frac{1}{2} \operatorname{Avg}(f, L),
\]
\[
\operatorname{Avg}(f, C) \leq \operatorname{Avg}(f, P),
\]
\[
\operatorname{Avg}(f, C) \leq \operatorname{Avg}(f, S),
\]

(see Figure 5).
Proof. To prove (31) use Theorem 2.1 dividing the vertices of $O_1O_2V_kV_{k+1}$ into groups $\{O_1O_2\}$ and $\{V_kV_{k+1}\}$. Two other splits lead to (32) and (33). □

![Theorem 8.3 (31)](image1)
![Theorem 8.3 (32)](image2)
![Theorem 8.3 (33)](image3)

Figure 5: Hermite-Hadamard inequalities for cube

Next theorem presents an interesting asymmetric case:

**Theorem 8.4.** Let $A$ be a vertex of the cube $C$ and let $S$ be the set consisting of its faces nonadjacent to $A$. If $f : C \to \mathbb{R}$ is convex, then

\[
\text{Avg}(f, C) \leq \frac{1}{4} f(A) + \frac{3}{4} \text{Avg}(f, S),
\]

(34)

\[
\text{Avg}(f, h_{A}^{3/4}(S)) \leq \text{Avg}(f, C),
\]

(35)

(see Figure 6).

We leave the obvious proof to the reader.

![Theorem 8.4 (34)](image4)
![Theorem 8.4 (35)](image5)

Figure 6: Hermite-Hadamard inequalities for cube ctd.
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ON CONVERGENCE PROPERTIES OF GAMMA–STANCU OPERATORS BASED ON $q$–INTEGERS

ÖZGE DALMANOĞLU AND MEDIHA ÖRKCÜ

(Communicated by K. Nikodem)

Abstract. In this paper we introduce Stancu type generalization of Gamma operators based on the concept of $q$-integers. We first establish local approximation theorems for these operators. Next, we investigate the weighted approximation properties and give an estimate for the rate of convergence using classical modulus of continuity. Lastly, we obtain a Voronovskaya type theorem.

1. Introduction

Let $f$ be a function defined on $[0,\infty)$ and satisfies the growth condition:

$$f(t) \leq Me^{\beta t} \quad (M \geq 0; \ \beta \geq 0; \ t \to \infty).$$

In 2005, Zeng [20] defined the following Gamma operators

$$G_n(f;x) = \frac{1}{x^n \Gamma(n)} \int_0^\infty f\left(\frac{t}{n}\right) t^{n-1} e^{-\frac{t}{x}} dt, \quad x > 0, \quad (1)$$

for functions satisfying exponential growth condition. He studied the approximation properties of these operators to the locally bounded functions and the absolutely continuous functions. One of the important generalizations of the Gamma operators is due to Mazhar [13], namely

$$F_n(f;x) := \int_0^\infty \int_0^\infty g_n(x,u) g_{n-1}(u,t) f(t) dudt = \frac{(2n)!x^{n+1}}{n!(n-1)!} \int_0^\infty \frac{t^{n-1}}{(x+t)^{2n+1}} f(t) dt,$$

where $g_n(x,u) = \frac{x^{n+1}}{n!} e^{-xu} u^n$, $n > 1$, $x > 0$. In [8] Karsli considered the following Gamma type linear and positive operators

$$L_n(f;x) := \int_0^\infty \int_0^\infty g_{n+2}(x,u) g_n(u,t) f(t) dudt = \frac{(2n+3)!x^{n+3}}{n!(n+2)!} \int_0^\infty \frac{t^n}{(x+t)^{2n+4}} f(t) dt, \quad (2)$$


Keywords and phrases: Gamma operators, $q$-calculus, rate of convergence, weighted approximation, Voronovskaya type theorem.
for \( x > 0 \), and obtained some approximation results. Karšlı, Gupta and İzgi [9] gave an estimate for the rate of convergence of these operators on a Lebesgue point of a function \( f \) of bounded variation defined on the interval \((0, \infty)\). In [10], Karšlı and Özarslan also gave some local and global approximation results for the same operators.

In the last two decades \( q \)-calculus are intensively used in the area of approximation theory. Pioneer work is due to Lupas¸ [12] and Phillips [14], as they introduce the \( q \)-analogue of well-known Bernstein polynomials. After \( q \)-Bernstein operators, several operators’ \( q \)-generalizations are defined and approximation properties are investigated. We now recall some concepts from \( q \)-calculus. Details can be found in [7].

For any real number \( q > 0 \), the \( q \)-integer and the \( q \)-factorial of a nonnegative integer \( k \) are defined as

\[
[k]_q := [k] = \begin{cases} \frac{1 - q^k}{1 - q}, & q \neq 1 \\ k, & q = 1 \end{cases}
\]

\[
[k]_q ! := [k] ! = \begin{cases} [k] [k - 1] \ldots [1], & k = 1, 2, \ldots \\ 1, & k = 0 \end{cases}
\]

respectively. For the integers \( n \) and \( k \), the \( q \)-binomial coefficients are also defined as

\[
\binom{n}{k}_q := \frac{[n]!}{[k]! [n-k]!} \quad (n \geq k \geq 0).
\]

The \( q \)-integral and the \( q \)-improper integral are defined as

\[
\int_{0}^{a} f(x) d_qx = (1 - q) \sum_{j=0}^{\infty} aq^j f(aq^j).
\]

\[
\int_{0}^{\infty / A} f(x) d_qx = (1 - q) \sum_{n=-\infty}^{\infty} f\left(\frac{qn}{A}\right) \frac{q^n}{A}, \quad A > 0,
\]

respectively, provided the sums converge absolutely. The classical exponential function \( e^x \) has the following two \( q \)-analogues:

\[
e_q(x) = \sum_{k=0}^{\infty} \frac{x^k}{[k]!} = \frac{1}{\left(1 - (1-q)x\right)_q^\infty}
\]

\[
E_q(x) = \sum_{k=0}^{\infty} q^{k(k-1)/2} \frac{x^k}{[k]!} = (1 + (1-q)x)_q^\infty,
\]

where \((1 + x)_q^\infty = \prod_{j=0}^{\infty} (1 + q^j x)\). The \( q \)-Gamma function was introduced by Thomae [18] and later by Jackson [6] as the infinite product

\[
\Gamma_q(t) = (1 - q)^{1-t} \prod_{n=0}^{\infty} \frac{1 - q^{n+1}}{1 - q^{n+t}}.
\]
The integral representation of $q$-Gamma function [15] is given by

$$
\Gamma_q(t) = \frac{1}{1-q} \int_0^\infty x^{t-1} E_q(-qx) dq x
$$

which satisfies the functional equations

$$
\begin{align*}
\Gamma_q(t+1) &= [t] \Gamma_q(t), \quad t > 0, \quad \Gamma_q(1) = 1, \\
\Gamma_q(t) &= [t-1]!, \quad t > 0.
\end{align*}
$$

Note that (5) can also be rewritten via an improper integral as

$$
\Gamma_q(t) = \int_0^{\infty / 1-q} x^{t-1} E_q(-qx) dq x
$$

since $E_q\left(-\frac{q^n}{1-q}\right) = 0$ for $n \leq 0$. For more detailed information, see [1] and [16].

As the $q$-generalizations of linear positive operators have been introduced by several authors, similar studies are also valid for the Gamma type operators. In [4], Cai introduced a $q$-analogue of the Gamma operators defined by (1) as

$$
G_{n,q}(f;x) = \frac{1}{x^n \Gamma_q(n)} \int_0^{\infty / A} f\left(\frac{t}{[n]}\right) t^{n-1} E_q\left(-\frac{qt}{x}\right) dq t
$$

and investigated the approximation properties of these operators. In [3], Cai and Zeng introduced a $q$-generalization of gamma type operators given by (2) using the concept of $q$-integral. They estimated the rate of convergence and examined the weighted approximation properties. Later then Zhao et al. [21] proposed the Stancu type generalization of the same $q$-Gamma operators and studied similar concepts. Stancu [17] was the first to modify Bernstein operators as

$$
P_n^{\alpha,\beta}(f;x) = \sum_{k=0}^{n} \binom{n}{k} x^k (1-x)^{n-k} f\left(\frac{k+\alpha}{n+\beta}\right)
$$

for $x \in [0,1]$ and $\alpha,\beta$ are any numbers satisfying $0 \leq \alpha \leq \beta$. For more studies on $q$-Gamma type operators see also [11] and references therein. Another operator that is related to our study is the Post-Widder operators. Ünal et al. [19] studied the statistical approximation properties of real and complex Post-Widder operators based on the $q$-integers. Recently Aydın et al. [2] also introduced a generalization of $q$-Post-Widder operators and studied approximation properties.

In the present paper, we introduce the Stancu type modification of the $q$-Gamma operators. We study the approximation theorems for these operators. Local approximation theorems, weighted approximation and rate of convergence results are investigated. Voronovskaya type theorem is also obtained in the last section.
2. Construction of the operators

By $C_B(0,\infty)$, we denote the space of real valued functions defined on $(0,\infty)$ which are bounded and continuous with the norm $\|f\| = \sup_{x>0} |f(x)|$.

We define the Stancu type generalization of the $q$-Gamma operators for $n \in \mathbb{N}$, $0 < q < 1$ as

$$G_{n,q}^{\alpha,\beta}(f;x) = \frac{1}{x^n \Gamma_q(n)} \int_0^x f \left( \frac{t + \alpha}{|n| + \beta} \right) t^{n-1} E_q \left( -\frac{qt}{x} \right) dt, \quad x > 0. \quad (9)$$

where $\alpha$ and $\beta$ are two numbers satisfying $0 \leq \alpha \leq \beta$. It is easy to check that (9) is linear and positive. By putting $\alpha = \beta = 0$, the operators reduces to the Gamma operators defined by (8) with $A = \frac{1-q}{x}$.

We first give the following Lemma in order to investigate the approximation theorems in the proceeding sections.

**Remark 1.** Note that we take $\frac{1-q}{x}$ instead of $A$ in the definition of the improper integral, so that we are able to get the function $\Gamma_q(n)$ after making the change of variable when finding the test functions. We have to be careful when writing the upper limit of the integral after making the change of variable as it differs from the ordinary calculus.

**Lemma 1.** For $q \in (0,1)$, $x \in (0,\infty)$, we have the following test functions for the operator defined in (9).

$$G_{n,q}^{\alpha,\beta}(1;x) = 1$$

$$G_{n,q}^{\alpha,\beta}(t;x) = \frac{[n]}{|n| + \beta} t^x + \frac{\alpha}{|n| + \beta}$$

$$G_{n,q}^{\alpha,\beta}(t^2;x) = \frac{[n]^2}{(|n| + \beta)^2} \left( 1 + \frac{q^n}{[n]} \right) t^2 + \frac{2[n] \alpha}{(|n| + \beta)^2} t^x + \frac{\alpha^2}{(|n| + \beta)^2}$$

$$G_{n,q}^{\alpha,\beta}(t^3;x) = \frac{[n]^3}{(|n| + \beta)^3} \left( 1 + \frac{q^n (2 + q)}{[n]} + \frac{2[q^{2n}]}{[n]^2} \right) t^3$$

$$+ \frac{3[n]^2 \alpha}{(|n| + \beta)^3} \left( 1 + \frac{q^n}{[n]} \right) t^2 + \frac{3[n] \alpha^2}{(|n| + \beta)^3} t^x + \frac{\alpha^3}{(|n| + \beta)^3}$$

$$G_{n,q}^{\alpha,\beta}(t^4;x) = \frac{[n]^4}{(|n| + \beta)^4} \left( 1 + \frac{(1 + [2] + [3]) q^n}{[n]} + \frac{([2] + [3] + [2][3]) q^{2n}}{[n]^2} + \frac{[2][3] q^{3n}}{[n]^3} \right) t^4$$

$$+ \frac{4[n]^3 \alpha}{(|n| + \beta)^4} \left( 1 + \frac{q^n (2 + q)}{[n]} + \frac{2[q^{2n}]}{[n]^2} \right) t^3$$

$$+ \frac{6[n]^2 \alpha^2}{(|n| + \beta)^4} \left( 1 + \frac{q^n}{[n]} \right) t^2 + \frac{4[n] \alpha^3}{(|n| + \beta)^4} t^x + \frac{\alpha^4}{(|n| + \beta)^4}.$$
Proof. We prove the first equality by making the change of variable $t = ux$.

$$G_{n,q}^{\alpha,\beta} (1; x) = \frac{1}{x^n \Gamma_q (n)} \int_0^\infty \frac{1}{x} t^{n-1} E_q \left( -\frac{qt}{x} \right) d_q t$$

$$= \frac{1}{x^n \Gamma_q (n)} \int_0^\infty u^{n-1} x^{n-1} E_q (-qu) xd_q u$$

$$= \frac{1}{x^n \Gamma_q (n)} \int_0^\infty u^{n-1} x^{n-1} E_q (-qu) xd_q u$$

$$= 1.$$  

For $\alpha = 0$, $\beta \neq 0$, and $k = 0, 1, 2, \ldots$, using the identity (6), we can write

$$G_{n,q}^{0,\beta} (t^k; x) = \frac{1}{x^n \Gamma_q (n)} \int_0^\infty \frac{1}{x} \left( \frac{t}{n+\beta} \right)^k t^{n-1} E_q \left( -\frac{qt}{x} \right) d_q t$$

$$= \frac{1}{x^n \Gamma_q (n)} \int_0^\infty \left( \frac{t}{n+\beta} \right)^k u^{n-1} x^{n-1} E_q (-qu) xd_q u$$

$$= \frac{x^k \Gamma_q (n+k)}{(n+\beta)^k \Gamma_q (n)} = \frac{[n+k-1]! x^k}{([n+\beta])^k}.$$  

Now in the light of the above equality, we can write $G_{n,q}^{\alpha,\beta} (t^k; x)$ in terms of $G_{n,q}^{0,\beta} (t^k; x)$ as,

$$G_{n,q}^{\alpha,\beta} (t^k; x) = \frac{1}{x^n \Gamma_q (n)} \int_0^\infty \frac{1}{x} \left( \frac{t+\alpha}{n+\beta} \right)^k t^{n-1} E_q \left( -\frac{qt}{x} \right) d_q t$$

$$= \sum_{j=0}^k \binom{k}{j} \left( \frac{\alpha}{n+\beta} \right)^j \frac{1}{x^n \Gamma_q (n)} \int_0^\infty \left( \frac{t}{n+\beta} \right)^{k-j} u^{n-1} x^{n-1} E_q (-qu) xd_q u$$

$$= \sum_{j=0}^k \binom{k}{j} \left( \frac{\alpha}{n+\beta} \right)^j G_{n,q}^{0,\beta} (t^{k-j}; x).$$

Using the identity $[n+k] = [n] + q^n [k]$, for $k \geq 0$, one can obtain the desired equalities after simple calculations. □

**Corollary 1.** For every $q \in (0, 1)$, $x \in (0, \infty)$, we have

$$G_{n,q}^{\alpha,\beta} (t-x; x) = \left( \frac{[n]}{n+\beta} - 1 \right) x + \frac{\alpha}{n+\beta}$$

$$G_{n,q}^{\alpha,\beta} \left( (t-x)^2 ; x \right) = \left( \frac{[n]^2}{(n+\beta)^2} \left( 1 + \frac{q^n}{[n]} \right) - \frac{2[n]}{n+\beta} + 1 \right) x^2$$

$$+ 2\alpha \left( \frac{[n]}{(n+\beta)^2} - \frac{1}{n+\beta} \right) x + \frac{\alpha^2}{(n+\beta)^2}$$  \hspace{1cm} (10)
\(G_{n,q}^{\alpha,\beta}(t-x)^3;x) = \begin{cases} \frac{[n]^4}{([n]+\beta)^4} + \frac{[n]^3}{([n]+\beta)^3}(1 + [2] + [3])q^n \\ + \frac{[n]^2([2] + [3] + [2][3])q^{2n}}{([n]+\beta)^4} \\ + \frac{[n][2][3]q^{3n}}{([n]+\beta)^4} - \frac{4[n]^3}{([n]+\beta)^3} \left(1 + q^n \frac{2+q}{[n]} + \frac{2q^{2n}}{[n]^2}\right) \\ + 6\frac{[n]^2}{([n]+\beta)^2}\left(1 + \frac{q^n}{[n]}\right) - 4\frac{[n]}{[n]+\beta} + 1 \right\}x^4 \\ + \left\{ \frac{4[n]^3\alpha}{([n]+\beta)^4}\left(1 + q^n \frac{2+q}{[n]} + \frac{2q^{2n}}{[n]^2}\right) \\ - \frac{12[n]^2\alpha}{([n]+\beta)^3}\left(1 + \frac{q^n}{[n]}\right) + \frac{12[n]\alpha}{([n]+\beta)^2} - \frac{4\alpha}{[n]+\beta} \right\}x^3 \\ + \left\{ \frac{6[n]^2\alpha^2}{([n]+\beta)^4}\left(1 + \frac{q^n}{[n]}\right) - \frac{12[n]^2\alpha^2}{([n]+\beta)^3} + \frac{6\alpha^2}{([n]+\beta)^2} \right\}x^2 \\ + \left\{ \frac{4[n]\alpha^3}{([n]+\beta)^4} - \frac{4\alpha^3}{([n]+\beta)^3} \right\}x + \frac{\alpha^4}{([n]+\beta)^4} \end{cases} \tag{11}

**Theorem 1.** Let \(q = (q_n)\) be a sequence satisfying

\((q_n) \in (0,1), \quad \lim_{n \to \infty} q_n = 1 \quad \text{and} \quad \lim_{n \to \infty} q_n^a = a, \quad a \neq 0. \tag{12}\)

For each \(f \in C_B(0,\infty),\) the sequence \(G_{n,q_n}^{\alpha,\beta}(f;.)\) converges uniformly to the function \(f\) on every compact subset of \((0,\infty).\)

**Proof.** Let \(\lim_{n \to \infty} q_n = 1.\) Since \(\lim_{n \to \infty} q_n^a = a, \quad a \neq 0,\) we see that

\(G_{n,q_n}^{\alpha,\beta}(1;.) \Rightarrow 1,\)
\(G_{n,q_n}^{\alpha,\beta}(t;.) \Rightarrow x,\)
\(G_{n,q_n}^{\alpha,\beta}(t^2;.) \Rightarrow x^2\)

from Lemma 1. Therefore from the well known Korovkin’s Theorem we get the desired result. \(\Box\)
3. Local approximation

Recall that the first-order and second-order modulus of continuities of the function $f \in C_B(0, \infty)$ is defined by for $\delta > 0$

$$w(f; \delta) = \sup\{|f(x+h)-f(x)| : x > 0, \ 0 \leq h \leq \delta\},$$

$$w_2(f; \delta) = \sup\{|f(x+2h)-2f(x+h)+f(x)| : x > 0, \ 0 \leq h \leq \delta\}.$$

The Peetre’s K-functional of the function $f \in C_B(0, \infty)$ is defined by

$$K_2(f; \delta) = \inf_{g \in C_B^2(0, \infty)} \left\{ \|f - g\| + \delta \|g''\| \right\}.$$}

Here $C_B^2(0, \infty)$ is the space of functions $f$ such that $f, f', f'' \in C_B(0, \infty)$. The norm on $C_B^2$ is defined as

$$\|g\|_{C_B^2} = \|g\|_{C_B} + \|g'\|_{C_B} + \|g''\|_{C_B}.$$}

It is known that there exists a positive constant $C > 0$ such that

$$K_2(f; \delta) \leq CW_2(f; \sqrt{\delta}). \quad (13)$$

**Lemma 2.** For $f \in C_B(0, \infty)$ one has

$$|G_{n,q}^{\alpha, \beta}(f;x)| \leq \|f\|.$$}

**Proof.** The proof follows from the linearity of the operator $G_{n,q}^{\alpha, \beta}$ and from the first identity of Lemma 1. $\square$

Here is our direct local approximation theorem for the operators $G_{n,q}^{\alpha, \beta}$.

**Theorem 2.** Let $f \in C_B(0, \infty)$ and $0 < q < 1$. For each $x \in (0, \infty)$

$$|G_{n,q}^{\alpha, \beta}(f;x) - f(x)| \leq CW_2(f; \sqrt{\delta_{n,q}(x)}) + w(f; \mu_{n,q}(x))$$

for some positive constant $C$, where

$$\delta_{n,q}(x) = G_{n,q}^{\alpha, \beta} \left((t-x)^2; x\right) + \left(\frac{[n]}{[n]+\beta}x + \frac{\alpha}{[n]+\beta} - x\right)^2$$

and

$$\mu_{n,q}(x) = \left|\frac{[n]}{[n]+\beta}x + \frac{\alpha}{[n]+\beta} - x\right|.$$}

**Proof.** For $x \in (0, \infty)$ consider the following auxiliary operator $G_{n,q}^{\alpha, \beta}(f;x)$ defined by

$$G_{n,q}^{\alpha, \beta}(f;x) = G_{n,q}^{\alpha, \beta}(f;x) + f(x) - f \left(\frac{[n]}{[n]+\beta}x + \frac{\alpha}{[n]+\beta}\right). \quad (14)$$

From Corollary 1, \( \tilde{G}_{n,q}^{\alpha,\beta} \) reproduce linear functions, i.e.

\[
\tilde{G}_{n,q}^{\alpha,\beta} (t - x; x) = 0.
\]

Let \( x \in (0, \infty) \) and \( g \in C^2_B (0, \infty) \). By Taylor’s Theorem we have

\[
g(t) = g(x) + g'(x)(t - x) + \int_x^t (t - u) g''(u) du.
\]

Applying \( \tilde{G}_{n,q}^{\alpha,\beta} \) to both sides of the above equality, we get

\[
\tilde{G}_{n,q}^{\alpha,\beta} (g(t); x) - g(x) = \tilde{G}_{n,q}^{\alpha,\beta} \left( \int_x^t (t - u) g''(u) du; x \right)
\]

\[
= G_{n,q}^{\alpha,\beta} \left( \int_x^t (t - u) g''(u) du; x \right)
\]

\[
- \left( \int_x^t \left( \frac{[n]}{[n] + \beta} x + \frac{\alpha}{[n] + \beta} - u \right) g''(u) du \right)
\]

\[
\left| \tilde{G}_{n,q}^{\alpha,\beta} (g; x) - g(x) \right| \leq \left\| g'' \right\| \left\{ G_{n,q}^{\alpha,\beta} \left( \int_x^t (t - u) du; x \right) + \left( \int_x^t \left| \frac{[n]}{[n] + \beta} x + \frac{\alpha}{[n] + \beta} - u \right| du \right) \right\}
\]

\[
\leq \left\| g'' \right\| \left\{ G_{n,q}^{\alpha,\beta} ((t - x)^2; x) + \left( \frac{[n]}{[n] + \beta} x + \frac{\alpha}{[n] + \beta} - x \right)^2 \right\}
\]

\[
= \delta_{n,q}(x) \left\| g'' \right\|
\]

On the other hand from (14) and Lemma 2, we have

\[
\left| \tilde{G}_{n,q}^{\alpha,\beta} (f; x) \right| \leq \left| G_{n,q}^{\alpha,\beta} (f; x) \right| + 2 \left\| f \right\|
\]

\[
\leq 3 \left\| f \right\|.
\]
Thus, from (14) we can write
\[
\left| G_{n,q}^{\alpha,\beta} (f; x) - f(x) \right| \leq \left| \tilde{G}_{n,q}^{\alpha,\beta} (f; x) - f(x) \right| + \left| f(x) - f \left( \frac{[n]}{[n] + \beta} x + \frac{\alpha}{[n] + \beta} \right) \right|
\]
\[
\leq \left| \tilde{G}_{n,q}^{\alpha,\beta} (f - g; x) \right| + \left| (f - g)(x) \right| + \left| \tilde{G}_{n,q}^{\alpha,\beta} (g; x) - g(x) \right|
\]
\[
+ \left| f \left( \frac{[n]}{[n] + \beta} x + \frac{\alpha}{[n] + \beta} \right) - f(x) \right|
\]
\[
\leq 4 \| f - g \| + \delta_{n,q}(x) \| g'' \| + \left| f(x) - f \left( \frac{[n]}{[n] + \beta} x + \frac{\alpha}{[n] + \beta} - x \right) \right|
\]
Taking infimum on both side of the above inequality over all $g \in C_B^2(0, \infty)$, we get
\[
\left| G_{n,q}^{\alpha,\beta} (f; x) - f(x) \right| \leq 4K_2(f; \delta_n) + w \left( f; \frac{[n]}{[n] + \beta} x + \frac{\alpha}{[n] + \beta} - x \right)
\]
from which we have the desired result by (13). \hfill \Box

Note that if $q = (q_n)$ is a sequence satisfying the conditions given in (12), then we have $\lim_{n \to \infty} \delta_{n,q_n}(x) = 0$ and $\lim_{n \to \infty} \mu_{n,q_n}(x) = 0$ which gives us the pointwise rate of convergence of the sequence $\left( G_{n,q_n}^{\alpha,\beta} (f; x) \right)$ to $f(x)$ for every $x \in (0, \infty)$ and $f \in C_B(0, \infty)$.

### 4. Weighted approximation

Let $B_{x^2}(0, \infty)$ be the set of all functions defined on $(0, \infty)$ satisfying $|f(x)| \leq M_f(1 + x^2)$. Here $M_f$ is a constant depending only on $f$. We also have the following subspaces of $B_{x^2}(0, \infty)$:

\[
C_{x^2}(0, \infty) = \{ f \in B_{x^2}(0, \infty) : f \text{ is continuous on } (0, \infty) \}
\]
\[
C_{x^2}^*(0, \infty) = \left\{ f \in C_{x^2}(0, \infty) : \lim_{x \to \infty} \frac{f(x)}{1 + x^2} = K_f < \infty \right\}
\]

The norm on $C_{x^2}^*(0, \infty)$ is $\| f \|_{x^2} = \sup_{x > 0} \frac{|f(x)|}{1 + x^2}$.

In this section we give the weighted approximation theorem for functions $f$ in $C_{x^2}^*(0, \infty)$ using the Korovkin type approximation theorems proved by Gadjiev [5].

**THEOREM 3.** Let $q = (q_n)$ be a sequence satisfying the conditions given in (12). Then for each $f \in C_{x^2}^*(0, \infty)$, we have
\[
\lim_{n \to \infty} \left\| G_{n,q_n}^{\alpha,\beta} (f; \cdot) - f(\cdot) \right\|_{x^2} = 0.
\]

**Proof.** In order to prove the theorem we need to show that
\[
\lim_{n \to \infty} \left\| G_{n,q_n}^{\alpha,\beta} \left( t^k; \cdot \right) - f(\cdot) \right\|_{x^2} = 0, \quad \text{for } k = 0, 1, 2.
\]
\[(15)\]
Then from the Korovkin’s type Theorem the proof is obvious.

Since $G_{n,q_n}^{\alpha,\beta}(1;x) = 1$, condition (15) holds for $k = 0$.

For $k = 1$, we have

$$
\left\| G_{n,q_n}^{\alpha,\beta}(t;\cdot) - x \right\|_{x^2} = \left\| \left( \frac{n}{[n] + \beta} - 1 \right) x + \frac{\alpha}{[n] + \beta} \right\|_{x^2}
$$

$$
\leq \left\| \frac{n}{[n] + \beta} - 1 \right\| \sup_{x > 0} \frac{x}{1 + x^2} + \frac{\alpha}{[n] + \beta} \sup_{x > 0} \frac{1}{1 + x^2}
$$

Thus

$$
\lim_{n \to \infty} \left\| G_{n,q_n}^{\alpha,\beta}(t;\cdot) - x \right\|_{x^2} = 0.
$$

Similarly for $k = 2$,

$$
\left\| G_{n,q_n}^{\alpha,\beta}(t^2;\cdot) - x^2 \right\|_{x^2} = \sup_{x > 0} \frac{\left| G_{n,q_n}^{\alpha,\beta}(t^2;x) - x^2 \right|}{1 + x^2}
$$

$$
\leq \left[ \frac{n^2}{([n] + \beta)^2} \left( 1 + \frac{q^n}{n} \right) - 1 \right] \sup_{x > 0} \frac{x^2}{1 + x^2}
$$

$$
+ \frac{2 [n] \alpha}{([n] + \beta)^2} \sup_{x > 0} \frac{x}{1 + x^2} + \frac{\alpha^2}{([n] + \beta)^2}
$$

$$
\leq \left| \frac{n [n + 1]}{([n] + \beta)^2} - 1 \right| + \frac{2 [n] \alpha}{([n] + \beta)^2} + \frac{\alpha^2}{([n] + \beta)^2}
$$

Since $\lim_{n \to \infty} q_n = 1$ we get

$$
\lim_{n \to \infty} \left\| G_{n,q_n}^{\alpha,\beta}(t^2;\cdot) - x^2 \right\|_{x^2} = 0.
$$

Hence the proof is completed from the Korovkin’s Theorem given by Gadjiev. □

**5. Rate of convergence**

Let $w_{x_0,c}(f;\delta)$ denote the modulus of continuity of $f$ on the closed interval $[x_0, c]$, $0 < x_0 < c$ with

$$
w_{x_0,c}(f;\delta) = \sup \{ |f(t) - f(x)| : x, t \in [x_0, c], 0 \leq |t - x| \leq \delta \}, \quad \delta > 0.
$$

**Theorem 4.** Let $n \in \mathbb{N}$, $q \in (0, 1)$ and $0 < x_0 < c$. For every $f \in C_{x^2}(0,\infty)$,

$$
\left\| G_{n,q}^{\alpha,\beta}(f;\cdot) - f \right\|_{[x_0,c]} \leq K \gamma_n + 2w_{x_0,c+1}(f;\sqrt{\gamma_n}),
$$

(16)

where $\gamma_n$ is given by (10) and $K$ is a positive constant depending on $f$ and $c$. $\| \cdot \|_{[x_0,c]}$ denotes the classical sup-norm on the space $C_{[x_0, c]}$. 

Proof. For \( x \in [x_0, c] \) and \( t > c + 1 \), since \( t - x > 1 \)
\[
|f(t) - f(x)| \leq M_f (2 + t^2 + x^2)
\]
\[
= M_f \left( 2 + x^2 + (t - x + x)^2 \right)
\]
\[
\leq M_f \left( 2 + 2x^2 + (t - x)^2 + 2x(t - x)^2 \right)
\]
\[
\leq M_f \left( (2 + 2x^2)(t - x)^2 + (2x + 1)(t - x)^2 \right)
\]
\[
\leq M_f \left( 3 + 2c + 2c^2 \right)(t - x)^2.
\]

For \( x \in [x_0, c] \), \( x_0 \leq t \leq c + 1 \), and \( \delta > 0 \)
\[
|f(t) - f(x)| \leq w_{x_0,c+1}(f;|t-x|) \leq \left( 1 + \frac{|t-x|}{\delta} \right) w_{x_0,c+1}(f;\delta), \quad \delta > 0.
\]

From (17) and (18), we get for all \( x \in [x_0, c] \) and \( t \geq x_0 \)
\[
|f(t) - f(x)| \leq K (t - x)^2 + \left( 1 + \frac{|t-x|}{\delta} \right) w_{x_0,c+1}(f;\delta)
\]
where \( K = M_f \left( 3 + 2c + 2c^2 \right) \). Thus we have
\[
\left| G_{\alpha,\beta}^{n,q}(f;x) - f(x) \right| \leq KC_{\alpha,\beta}^{n,q} \left( (t - x)^2 ; x \right) + w_{x_0,c+1}(f;\delta) \left[ 1 + \frac{1}{\delta} \left( G_{\alpha,\beta}^{n,q} \left( (t - x)^2 ; x \right) \right) \right]^{1/2}
\]
Using the identity for the second central moment of the operator \( G_{\alpha,\beta}^{n,q} \) in (10) and taking supremum over the interval \( x \in [x_0, c] \), the proof is completed. \( \square \)

Corollary 2. Let \( q = (q_n) \) be a sequence satisfying (12) and \( 0 < x_0 < c \). For every \( f \in C_{\infty}(0,\infty) \), we have
\[
\lim_{n \to \infty} \left| G_{\alpha,\beta}^{n,q,n}(f;\cdot) - f \right|_{[x_0,c]} = 0.
\]

Proof. Now taking a sequence \( q = (q_n) \) satisfying (12) instead of a fixed number \( q \in (0,1) \) in Theorem 4, we obtain \( \gamma_{n,q_n} \), given by (10) tends to zero as \( n \to \infty \) which gives us \( \lim_{n \to \infty} w_{x_0,c+1}(f;\sqrt{\gamma_{n,q_n}}) = 0 \) since \( f \) is continuous on \( [x_0, c + 1], x_0 > 0 \). Consequently, it follows from Theorem 4 that for every \( f \in C_{\infty}(0,\infty) \), we get
\[
\lim_{n \to \infty} \left| G_{\alpha,\beta}^{n,q,n}(f;\cdot) - f \right|_{[x_0,c]} = 0. \quad \square
\]

6. A Voronovskaya type theorem

In this section we give a Voronovskaya Type asymptotic formulas for the operators \( G_{\alpha,\beta}^{n,q} \) with the help of the second and fourth central moments. Before the main theorem it is meaningful to give the following Lemma.
Lemma 3. Let $G_{n,q}^{\alpha,\beta}$ be the operator defined by (9). Let $(q_n)$ be a sequence such that the conditions in (12) are satisfied. For all $x > 0$ we have,

$$\lim_{n \to \infty} [n] G_{n,q_n}^{\alpha,\beta} (t - x; x) = \alpha - \beta x$$

(19)

$$\lim_{n \to \infty} [n] G_{n,q_n}^{\alpha,\beta} (t - x)^2 ; x) = ax^2$$

(20)

and

$$\lim_{n \to \infty} \left[ [n] G_{n,q_n}^{\alpha,\beta} (t - x)^4 ; x) = 3a^2 x^4.\right.$$  

(21)

Proof. The first equality is obvious. For the second one we have,

$$\lim_{n \to \infty} [n] G_{n,q_n}^{\alpha,\beta} (t - x)^2 ; x) = \lim_{n \to \infty} \left( \frac{q_n^n [n]^2 + \beta^2 [n]^2 x^2 - 2\alpha \beta [n] (x) + \alpha^2 [n] (x)^2}{(n + \beta)^2} \right)$$

$$= ax^2$$

For the last one, making some computations, one can easily see that the limit of the coefficients of the terms $x^i$, $i = 0, 1, 2, 3$ tends to zero as $n \to \infty$. We have the coefficient of $x^4$ as

$$q^n (1 - q)^2 \frac{[n]^5}{(n + \beta)^4} + \left[ -3[2] + [3] + [2][3] \right] q^n + 4\beta q^n (1 - q) \frac{[n]^4}{(n + \beta)^3}.\right.$$  

(22)

Using the identity $[n] = \frac{1-q^n}{1-q}$, and applying it to the term $[n]^2$, we can rewrite (22) as

$$q^n (1 - q)^2 \frac{[n]^3}{(n + \beta)^4} + \left[ -3[2] + [3] + [2][3] \right] q^n + 4\beta q^n (1 - q) \frac{[n]^4}{(n + \beta)^3},$$

from which, we get the limit $3a^2$ for $n \to \infty$. Consequently we have

$$\lim_{n \to \infty} \left[ [n] G_{n,q_n}^{\alpha,\beta} (t - x)^4 ; x) = 3a^2 x^4\right.$$  

as desired. □

Now we present the Voronovskaya type result for the operator (9).

Theorem 5. Let $f,f',f'' \in C_{x^2}(0,\infty)$ and $(q_n)$ be a sequence such that (12) is satisfied, then we have

$$\lim_{n \to \infty} [n] \left\{ G_{n,q_n}^{\alpha,\beta} (f; x) - f (x) \right\} = (\alpha - \beta x) f' (x) + \frac{ax^2}{2} f'' (x),$$

uniformly with respect to $x \in [x_0, c]$, $0 < x_0 < c$. 
Proof. For \( f, f', f'' \in C_x(0, \infty) \) and \( x > 0 \), we define a function as

\[
r(t) = r(t, x) = \begin{cases} \frac{f(t) - f(x) - (t-x)f'(x) - \frac{1}{2} f''(x)(t-x)^2}{(t-x)^2}, & \text{if } t \neq x \\ 0, & \text{if } t = x. \end{cases}
\]

From the definition, \( r(x, x) = 0 \) and the function \( r(\cdot, x) \in C_x(0, \infty) \). So, by the Taylor’s formula we write

\[
f(t) = f(x) + (t-x)f'(x) + \frac{1}{2} f''(x) (t-x)^2 + r(t, x) (t-x)^2
\]

(23)

where \( r(t, x) \) is the Peano form of the remainder and \( \lim_{t \to x} r(t, x) = 0 \). Applying \( G_{n, q}^{\alpha, \beta}(f; x) \) to the both side of (23), we have

\[
[n] \left[ G_{n, q}^{\alpha, \beta}(f; x) - f(x) \right] = [n] f'(x) G_{n, q}^{\alpha, \beta}(t-x; x) + \frac{1}{2} [n] f''(x) G_{n, q}^{\alpha, \beta}(t-x; x)^2 + [n] G_{n, q}^{\alpha, \beta}(t-x)^2 r(t, x; x)
\]

(24)

If we apply the Cauchy-Schwarz inequality for the last term on the right hand side of the equality (24), we get

\[
[n] G_{n, q}^{\alpha, \beta}((t-x)^2 r(t, x; x)) \leq \sqrt{G_{n, q}^{\alpha, \beta}(r^2(t, x; x)) \sqrt{[n]^2 G_{n, q}^{\alpha, \beta}((t-x)^4; x)}.
\]

(25)

Observe that \( r^2(\cdot, x) \in C_x(0, \infty) \) and \( r^2(x, x) = 0 \). Also, from Corollary 2, we have

\[
\lim_{n \to \infty} G_{n, q}^{\alpha, \beta}(r^2(t, x; x)) = r^2(x, x) = 0
\]

(26)

uniformly with respect to \( x \in [x_0, c] \). In the view of (25), (26) and the Lemma 3, we obtain

\[
\lim_{n \to \infty} [n] G_{n, q}^{\alpha, \beta}((t-x)^2 r(t, x; x)) = 0.
\]

(27)

Combining (19), (20) and (27) we get the desired result. \( \square \)
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CAUCHY’S ERROR REPRESENTATION OF HERMITE
INTERPOLATING POLYNOMIAL AND RELATED RESULTS

GORANA ARAS-GAZIĆ, JOSIP PEČARIĆ AND ANA VUKELIĆ

(Communicated by S. Varošanec)

Abstract. In this paper we consider convex functions of higher order. Using the Cauchy’s error representation of Hermite interpolating polynomial the results concerning to the Hermite-Hadamard inequalities are presented. As a special case, generalizations for the zeros of orthogonal polynomials are considered.

1. Introduction

We follow here notations and terminology about Hermite interpolating polynomial from [1, p. 62]:

Let $-\infty < a < b < \infty$, and $a \leq a_1 < a_2 \ldots < a_r \leq b$, ($r \geq 2$) be given. For $f \in C^n[a,b]$ a unique polynomial $P_H(t)$ of degree $(n-1)$, exists, fulfilling one of the following conditions:

**Hermite conditions**

$$P_H^{(i)}(a_j) = f^{(i)}(a_j); \quad 0 \leq i \leq k_j, \quad 1 \leq j \leq r, \quad \sum_{j=1}^{r} k_j + r = n,$$

in particular:

**Simple Hermite or Osculatory conditions** ($n = 2m, r = m, k_j = 1$ for all $j$)

$$P_O(a_j) = f(a_j), \quad P'_O(a_j) = f'(a_j), \quad 1 \leq j \leq m,$$

**Lagrange conditions** ($r = n, k_j = 0$ for all $j$)

$$P_L(a_j) = f(a_j), \quad 1 \leq j \leq n,$$

**Type** $(m,n-m)$ **conditions** ($r = 2, 1 \leq m \leq n-1, k_1 = m-1, k_2 = n-m-1$)

$$P_{mn}^{(i)}(a) = f^{(i)}(a), \quad 0 \leq i \leq m-1,$$

$$P_{mn}^{(i)}(b) = f^{(i)}(b), \quad 0 \leq i \leq n-m-1,$$

**Two-point Taylor conditions** ($n = 2m, r = 2, k_1 = k_2 = m-1$)

$$P_{2T}^{(i)}(a) = f^{(i)}(a), \quad P_{2T}^{(i)}(b) = f^{(i)}(b), \quad 0 \leq i \leq m-1.$$
**DEFINITION 1.** Let $f$ be a real-valued function defined on the segment $[a, b]$. The *divided difference* of order $n$ of the function $f$ at distinct points $x_0, \ldots, x_n \in [a, b]$, is defined recursively (see [7]) by

$$f[x_i] = f(x_i), \quad (i = 0, \ldots, n)$$

and

$$f[x_0, \ldots, x_n] = \frac{f[x_1, \ldots, x_n] - f[x_0, \ldots, x_{n-1}]}{x_n - x_0}.$$  

The value $f[x_0, \ldots, x_n]$ is independent of the order of the points $x_0, \ldots, x_n$.

The definition may be extended to include the case that some (or all) of the points coincide. Assuming that $f^{(j-1)}(x)$ exists, we define

$$f[x, \ldots, x, x] = \frac{f^{(j-1)}(x)}{(j-1)!}.$$  

The notion of *$n$-convexity* goes back to Popoviciu ([8]). We follow the definition given by Karlin ([6]):

**DEFINITION 2.** A function $f : [a, b] \to \mathbb{R}$ is said to be *$n$-convex on $[a, b]$, $n \geq 0$*, if for all choices of $(n+1)$ distinct points in $[a, b]$, $n$-th order divided difference of $f$ satisfies

$$f[x_0, \ldots, x_n] \geq 0.$$  

In fact, Popoviciu proved that each continuous $n$-convex function on $[0, 1]$ is the uniform limit of the sequence of corresponding Bernstein’s polynomials (see for example [7, p. 293]). Also, Bernstein’s polynomials of continuous $n$-convex function are also $n$-convex functions. Therefore, when stating our results for a continuous $n$-convex function $f$, without any loss in generality we assume that $f^{(n)}$ exists and is continuous.

In [5] M. Bessenyei and Zs. Páles were investigating the case of higher order convexity. The base points of the Hermite-Hadamard type inequalities turn out to be the zeros of certain orthogonal polynomials. The main tools of the paper are based on some methods of numerical analysis, like Gauss quadrature formula and Hermite interpolation. They considered the following Gauss type quadrature formulae where the coefficients and the base points are to be determined so that be exact when $f$ is a polynomial of degree at most $2n - 1, 2n, 2n$ and $2n + 1$, respectively:

$$\int_a^b \rho(t)f(t)dt = \sum_{k=1}^{n} c_k f(\xi_k), \quad (1)$$

$$\int_a^b \rho(t)f(t)dt = c_0 f(a) + \sum_{k=1}^{n} c_k f(\xi_k), \quad (2)$$

$$\int_a^b \rho(t)f(t)dt = \sum_{k=1}^{n} c_k f(\xi_k) + c_{n+1} f(b), \quad (3)$$

$$\int_a^b \rho(t)f(t)dt = c_0 f(a) + \sum_{k=1}^{n} c_k f(\xi_k) + c_{n+1} f(b). \quad (4)$$
Using this formulae and the remainder term of the Hermite interpolation they proved
Hermite-Hadamard type inequalities in cases of odd and even higher order convexity
separately in the subsequent theorems:

**THEOREM 1.** Let \( \rho : [a,b] \rightarrow \mathbb{R} \) be a positive integrable function. Denote the
zeros of \( P_m \) by \( \xi_1, \ldots, \xi_m \) where \( P_m \) is the \( m \)-th degree member of the orthogonal
polynomial system on \( [a,b] \) with respect to the weight function \( (x-a)\rho(x) \), furthermore
denote the zeros of \( Q_m \) by \( \eta_1, \ldots, \eta_m \) where \( Q_m \) is the \( m \)-th degree member of the
orthogonal polynomial system on \( [a,b] \) with respect to the weight function \( (b-x)\rho(x) \).
Define the coefficients \( \alpha_0, \ldots, \alpha_m \) and \( \beta_1, \ldots, \beta_{m+1} \) by the formulae

\[
\alpha_0 := \frac{1}{P_m^2(a)} \int_a^b P_m^2(x) \rho(x) \, dx, \quad \alpha_k := \frac{1}{\xi_k - a} \int_a^b \frac{(x-a)P_m(x)}{(x-\xi_k)} P_m'(\xi_k) \rho(x) \, dx
\]

and

\[
\beta_k := \frac{1}{b - \eta_k} \int_a^b \frac{(b-x)Q_m(x)}{(x-\eta_k)} Q'_m(\eta_k) \rho(x) \, dx, \quad \beta_{m+1} := \frac{1}{Q_m^2(b)} \int_a^b Q_m^2(x) \rho(x) \, dx.
\]

If a function \( f : [a,b] \rightarrow \mathbb{R} \) is \((2m+1)\)-convex, then it satisfies the following Hermite-
Hadamard type inequality

\[
\alpha_0 f(a) + \sum_{k=1}^m \alpha_k f(\xi_k) \leq \int_a^b \rho(x) f(x) \, dx \leq \sum_{k=1}^m \beta_k f(\eta_k) + \beta_{m+1} f(b).
\]

**THEOREM 2.** Let \( \rho : [a,b] \rightarrow \mathbb{R} \) be a positive integrable function. Denote the
zeros of \( P_m \) by \( \xi_1, \ldots, \xi_m \) where \( P_m \) is the \( m \)-th degree member of the orthogonal
polynomial system on \( [a,b] \) with respect to the weight function \( \rho(x) \), furthermore
denote the zeros of \( Q_{m-1} \) by \( \eta_1, \ldots, \eta_{m-1} \) where \( Q_{m-1} \) is the \( (m-1) \)-st degree mem-
ber of the orthogonal polynomial system on \( [a,b] \) with respect to the weight function
\((b-x)(x-a)\rho(x) \). Define the coefficients \( \alpha_1, \ldots, \alpha_m \) and \( \beta_0, \ldots, \beta_m \) by the formulae

\[
\alpha_k := \int_a^b \frac{P_m(x)}{(x-\xi_k)} P_m'(\xi_k) \rho(x) \, dx
\]

and

\[
\beta_0 := \frac{1}{(b-a)Q_{m-1}^2(a)} \int_a^b (b-x)Q_{m-1}^2(x) \rho(x) \, dx,
\]

\[
\beta_k := \frac{1}{(b-\eta_k)(\xi_k-a)} \int_a^b \frac{(b-x)(x-a)Q_{m-1}(x)}{(x-\eta_k)Q'_{m-1}(\eta_k)} \rho(x) \, dx,
\]

\[
\beta_m := \frac{1}{(b-a)Q_{m-1}^2(b)} \int_a^b (x-a)Q_{m-1}^2(x) \rho(x) \, dx.
\]

If a function \( f : [a,b] \rightarrow \mathbb{R} \) is \((2m)\)-convex, then it satisfies the following Hermite-
Hadamard type inequality

\[
\sum_{k=1}^m \alpha_k f(\xi_k) \leq \int_a^b \rho(x) f(x) \, dx \leq \beta_0 f(a) + \sum_{k=1}^{m-1} \beta_k f(\eta_k) + \beta_m f(b).
\]
In this paper we obtain generalizations of above inequalities for convex functions of higher order by using the Cauchy’s error representation of Hermite interpolating polynomial. As a special case, generalizations of Hermite-Hadamard type inequalities, where the base points turn out to be the zeros of orthogonal polynomials will be considered. Similar results for Lidstone’s polynomial can be found in [4]. See also [2] and [3].

2. Cauchy’s error representation

In [1, p. 71] the following theorem is proved:

**Theorem 3.** Let \( F(t) \in C^{n-1}([a,b]) \) and suppose that \( F^{(n)}(t) \) exists at each point of \((a,b)\). Then

\[
F(t) - \sum_{j=1}^{r} \sum_{i=0}^{k_j} H_{ij}(t) F^{(i)}(a_j) = \frac{1}{n!} \omega(t) F^{(n)}(\xi),
\]

where \( \xi \in (a,b) \) and \( H_{ij} \) are fundamental polynomials of the Hermite basis defined by

\[
H_{ij}(t) = \frac{1}{i!} \frac{\omega(t)}{(t-a_j)^{k_j+i}} \sum_{k=0}^{k_j-i} \frac{1}{k!} \left( \frac{(t-a_j)^{k+1}}{\omega(t)} \right)^{(k)} (t-a_j)^k,
\]

where

\[
\omega(t) = \prod_{j=1}^{r} (t-a_j)^{k_j+1}.
\]

Motivated by (5) and formulæ (1), (2), (3) and (4) we define functionals \( \Phi_1(f) \), \( \Phi_2(f) \), \( \Phi_3(f) \) and \( \Phi_4(f) \) respectively, by

\[
\Phi_1(F) = F(t) - \sum_{j=1}^{r} \sum_{i=0}^{k_j} H_{ij}(t) F^{(i)}(a_j),
\]

\[
\Phi_2(F) = F(t) - \sum_{i=0}^{r} H_{1i}(t) F^{(i)}(a) - \sum_{j=2i=0}^{r} \sum_{j=2i=0}^{k_j} H_{ij}(t) F^{(i)}(a_j),
\]

\[
\Phi_3(F) = F(t) - \sum_{j=1}^{r-1} \sum_{i=0}^{k_j} H_{ij}(t) F^{(i)}(a_j) - \sum_{i=0}^{k_r} H_{ir}(t) F^{(i)}(b),
\]

\[
\Phi_4(F) = F(t) - \sum_{i=0}^{k_1} H_{1i}(t) F^{(i)}(a) - \sum_{j=2i=0}^{r-1} \sum_{j=2i=0}^{k_j} H_{ij}(t) F^{(i)}(a_j) - \sum_{i=0}^{k_r} H_{ir}(t) F^{(i)}(b).
\]

Now, using Theorem 3 we get the following corollaries:
**Corollary 1.** Let $F : [a, b] \to \mathbb{R}$ be $n$-convex function, and $H_{ij}$ are defined on $[a, b]$ by (6), such that $k_j$ is odd for all $j = 1, \ldots, r$. Then we have

$$\Phi_1(F) \geq 0. \quad (12)$$

*Proof.* Since $k_j$ is odd for all $j = 1, \ldots, r$, then using (7), we get that $\omega(t) \geq 0$. By using (5) for $n$-convex function $F$, (12) obviously holds. $\square$

**Remark 1.** If we put that $n = 2m$, $r = m$ and $k_j = 1$ for all $j$ we get Hermite interpolating polynomial with simple Hermite or Osculatory conditions and then

$$F(t) - \sum_{j=1}^{m} H_{0j}(t)F(a_j) - \sum_{j=1}^{m} H_{1j}(t)F'(a_j) \geq 0.$$  

**Corollary 2.** Let $F : [a, b] \to \mathbb{R}$ be $n$-convex function, and $H_{ij}$ are defined on $[a, b]$ by (6), such that $a_1 = a$ and $k_j$ is odd for all $j = 2, \ldots, r$. Then we have

$$\Phi_2(F) \geq 0. \quad (13)$$

*Proof.* Now $\omega(t) = (t-a)^{k_1+1} \prod_{j=2}^{r}(t-a_j)^{k_j+1}$. Since $k_j$ is odd for all $j = 2, \ldots, r$, we get that $\omega(t) \geq 0$. So, by using (5) for $n$-convex function $F$, (13) obviously holds. $\square$

**Corollary 3.** Let $F : [a, b] \to \mathbb{R}$ be $n$-convex function and $H_{ij}$ are defined on $[a, b]$ by (6), such that $a_r = b$. Then

(a) If $k_j$ is odd for all $j = 1, \ldots, r$, we have

$$\Phi_3(F) \geq 0. \quad (14)$$

(b) If $k_j$ is odd for all $j = 1, \ldots, r-1$ and $k_r$ is even, we have

$$\Phi_3(F) \leq 0. \quad (15)$$

*Proof.* Now $\omega(t) = (t-b)^{k_r+1} \prod_{j=1}^{r-1}(t-a_j)^{k_j+1}$.

(a) Since $k_j$ is odd for all $j = 1, \ldots, r$, we get that $\omega(t) \geq 0$.

(b) Since $k_j$ is odd for all $j = 1, \ldots, r-1$ and $k_r$ is even, we get that $\omega(t) \leq 0$.

So, by using (5) for $n$-convex function $F$, (14) and (15) obviously hold. $\square$

**Corollary 4.** Let $F : [a, b] \to \mathbb{R}$ be $n$-convex function and $H_{ij}$ are defined on $[a, b]$ by (6), such that $a_1 = a$ and $a_r = b$. Then

(a) If $k_j$ is odd for all $j = 2, \ldots, r$, we have

$$\Phi_4(F) \geq 0. \quad (16)$$

(b) If $k_j$ is odd for all $j = 2, \ldots, r-1$ and $k_r$ is even, we have

$$\Phi_4(F) \leq 0. \quad (17)$$
Proof. Now \( \omega(t) = (t-a)^{k_1+1}(t-b)^{k_r+1} \prod_{j=2}^{r-1} (t-a_j)^{k_j+1} \).

(a) Since \( k_j \) is odd for all \( j = 2, \ldots, r \), we get that \( \omega(t) \geq 0 \).

(b) Since \( k_j \) is odd for all \( j = 2, \ldots, r - 1 \) and \( k_r \) is even, we get that \( \omega(t) \leq 0 \).

So, by using (5) for \( n \)-convex function \( F \), (16) and (17) obviously hold. \( \square \)

REMARK 2. If we put \( r = 2 \), \( 1 \leq m \leq n - 1 \), \( k_1 = m - 1 \), \( k_2 = n - m - 1 \) and \( k_2 \) is odd then we get Hermite interpolating polynomial with \((m, n-m)\) type conditions and then

\[
F(t) - \sum_{i=0}^{m-1} H_{1i}(t)F^{(i)}(a) - \sum_{i=0}^{n-m-1} H_{2i}(t)F^{(i)}(b) \geq 0.
\]

For \( k_2 \) even, the above inequality is reversed.

If we put \( n = 2m \), \( r = 2 \), \( k_1 = k_2 = m - 1 \) and \( m \) is even then we get Hermite interpolating polynomial with two-point Taylor conditions and then

\[
F(t) - \sum_{i=0}^{m-1} H_{1i}(t)F^{(i)}(a) - \sum_{i=0}^{m-1} H_{2i}(t)F^{(i)}(b) \geq 0.
\]

For \( m \) odd, the above inequality is reversed.

REMARK 3. Similarly as in [3] we can construct new families of exponentially convex function and Cauchy type means by looking at linear functionals (8), (9), (10) and (11). The monotonicity property of the generalized Cauchy means obtained via these functionals can be prove by using the properties of the linear functionals associated with this error representation, such as \( n \)-exponential and logarithmic convexity.

3. Generalization of the Hermite-Hadamard type inequalities

The classical Hermite-Hadamard inequality states that for a convex function \( F : [a, b] \to \mathbb{R} \) the following estimation holds:

\[
F\left(\frac{a+b}{2}\right) \leq \frac{1}{b-a} \int_a^b F(t) dt \leq \frac{F(a) + F(b)}{2}.
\]

As a consequences of our results given in Section 2, here we give the generalized Hermite-Hadamard type inequalities.

THEOREM 4. Let \( F : [a, b] \to \mathbb{R} \) is \( n \)-convex function, \( \rho : [a, b] \to \mathbb{R} \) is a positive integrable function and \( H_{ij} \) and \( \tilde{H}_{ij} \) are defined on \([a, b]\) by

\[
H_{ij}(t) = \frac{1}{i!} \frac{\omega(t)}{(t-a_j)^{k_j+1-i}} \sum_{k=0}^{k_j-i} \frac{1}{k_j!} \left[ \frac{(t-a_j)^{k_j+1}}{\omega(t)} \right]_{t=a_j}^{k_j} (t-a_j)^k,
\]

and

\[
\tilde{H}_{ij}(t) = \frac{1}{i!} \frac{\tilde{\omega}(t)}{(t-b_j)^{l_j+1-i}} \sum_{k=0}^{l_j-i} \frac{1}{l_j!} \left[ \frac{(t-b_j)^{l_j+1}}{\tilde{\omega}(t)} \right]_{t=b_j}^{l_j} (t-b_j)^k,
\]
where
\[
\omega(t) = \prod_{j=1}^{r} (t-a_j)^{k_j+1}, \quad \bar{\omega}(t) = \prod_{j=1}^{r} (t-b_j)^{l_j+1}
\]
for \(a \leq a_1 < a_2 \ldots < a_r \leq b, \ a \leq b_1 < b_2 \ldots < b_\rho \leq b, (r, \bar{\rho} \geq 2) \) and \(\sum_{j=1}^{r} k_j + r = \sum_{j=1}^{\bar{\rho}} l_j + \bar{\rho} = n.\)

Then, if \(a_1 = a, \ b_\rho = b, \ k_j \) odd for all \(j = 2, \ldots, r, \ l_j \) odd for all \(j = 1, \ldots, \bar{\rho} - 1\) and \(l_\bar{\rho} \) even, we have
\[
\sum_{i=0}^{k_1} F^{(i)}(a) \int_{a}^{b} \rho(t)H_{01}(t)dt + \sum_{j=2}^{r} \sum_{i=0}^{k_j} F^{(i)}(a_j) \int_{a}^{b} \rho(t)H_{0j}(t)dt
\leq \int_{a}^{b} \rho(t)F(t)dt
\leq \sum_{j=1}^{\bar{\rho} - 1} \sum_{i=0}^{l_j} F^{(i)}(b_j) \int_{a}^{b} \rho(t)\bar{H}_{0j}(t)dt + \sum_{i=0}^{l_\bar{\rho}} F^{(i)}(b) \int_{a}^{b} \rho(t)\bar{H}_{0\bar{\rho}}(t)dt.
\]

If \(F\) is \(n\)-concave, the inequalities are reversed.

**Proof.** We use Corollary 2 and Corollary 3(b). \(\square\)

**Corollary 5.** Let \(F : [a, b] \rightarrow \mathbb{R}\) is \((2r-1)\)-convex function and \(\rho : [a, b] \rightarrow \mathbb{R}\) is a positive integrable function. Then, we have
\[
F(a) \int_{a}^{b} \rho(t)H_{01}(t)dt + \sum_{j=2}^{r} F(a_j) \int_{a}^{b} \rho(t)H_{0j}(t)dt + \sum_{j=2}^{r} F'(a_j) \int_{a}^{b} \rho(t)H_{1j}(t)dt
\leq \int_{a}^{b} \rho(t)F(t)dt \tag{21}
\leq \sum_{j=1}^{\bar{\rho} - 1} F(b_j) \int_{a}^{b} \rho(t)\bar{H}_{0j}(t)dt + \sum_{j=1}^{\bar{\rho} - 1} F'(b_j) \int_{a}^{b} \rho(t)\bar{H}_{1j}(t)dt + F(b) \int_{a}^{b} \rho(t)\bar{H}_{0\bar{\rho}}(t)dt,
\]
where
\[
H_{01}(t) = \frac{P_{r-1}^2(t)}{P_{r-1}^2(a)},
\]
\[
H_{0j}(t) = \frac{(t-a)P_{r-1}^1(t)}{(t-a)^2 \left[P_{r-1}^0(a_j)\right]^2 (a_j-a)} \left(1 - \frac{P_{r-1}^1(a_j) + (a_j-a)P_{r-1}^2(a_j)}{(a_j-a)P_{r-1}^0(a_j)}(t-a_j)\right),
\]
\[
H_{1j}(t) = \frac{(t-a)P_{r-1}^2(t)}{(t-a)(a_j-a) \left[P_{r-1}^1(a_j)\right]^2},
\]
\[
\bar{H}_{0j}(t) = \frac{(b-t)\bar{P}_{r-1}^2(t)}{(t-b_j)^2 \left[\bar{P}_{r-1}^0(b_j)\right]^2 (b_j-b)} \left(1 + \frac{\bar{P}_{r-1}^1(b_j) - (b-b_j)\bar{P}_{r-1}^2(b_j)}{(b-b_j)\bar{P}_{r-1}^0(b_j)}(t-b_j)\right),
\]
\[ \tilde{H}_{1j}(t) = \frac{(b-t)P_{r-1}^2(t)}{(t-b_j)(b-b_j) \left[ \tilde{P}_{r-1}^j(b_j) \right]^2}, \quad \tilde{H}_{0r}(t) = \frac{P_{r-1}^2(t)}{P_{r-1}^2(b)}, \]

and

\[ P_{r-1}(t) = \prod_{j=2}^{r} (t-a_j), \quad \tilde{P}_{r-1}(t) = \prod_{j=1}^{r-1} (t-b_j) \]

for \( a < a_2 \ldots < a_r < b, \ a \leq b_1 < b_2 \ldots < b_{r-1} < b, \ (r \geq 2). \)

If \( F \) is \((2r-1)\)-concave, the inequalities are reversed.

**Proof.** We put \( k_1 = 0, \ k_j = 1 \) for \( j = 2, \ldots, r \) and \( l_j = 1 \) for \( j = 1, \ldots, r-1, \ l_r = 0 \) in Theorem 4 and then calculate

\[ H_{01}(t) = \frac{(t-a)P_{r-1}^2(t)}{(t-a)} \left[ \frac{(t-a)}{(t-a)P_{r-1}^2(t)} \right]_{t=a} = \frac{P_{r-1}^2(t)}{P_{r-1}^2(a)}, \]

\[ H_{0j}(t) = \frac{(t-a)P_{r-1}^2(t)}{(t-a)^2} \left\{ \left[ \frac{(t-a)^2}{(t-a)P_{r-1}^2(t)} \right]_{t=a_j} + \left[ \frac{(t-a)^2}{(t-a)P_{r-1}^2(t)} \right]_{t=a_j} \right\} \]

\[ = \frac{(t-a)P_{r-1}^2(t)}{(t-a)^2 \left[ P_{r-1}^j(a_j) \right]^2 (a_j-a)} \left( 1 - \frac{P_{r-1}^j(a_j) + (a_j-a)P_{r-1}^j(a_j)}{(a_j-a)P_{r-1}^j(a_j)} (t-a) \right) \]

and

\[ H_{1j}(t) = \frac{(t-a)P_{r-1}^2(t)}{(t-a)j} \left[ \frac{(t-a)^2}{(t-a)P_{r-1}^2(t)} \right]_{t=a_j} = \frac{(t-a)P_{r-1}^2(t)}{(t-a)j(a_j-a) \left[ P_{r-1}^j(a_j) \right]^2}. \]

Coefficients \( \tilde{H}_{0j}, \ \tilde{H}_{1j} \) and \( \tilde{H}_{0r} \) we get similarly. \( \square \)

**Remark 4.** If we choose \( P_{r-1} \) and \( \tilde{P}_{r-1} \) such that they are orthogonal with weight \((t-a)\rho(t)\) and \((b-t)\rho(t)\) respectively, to all polynomials of lower degree, i.e.

\[ \int_a^b (t-a)\rho(t)P_{r-1}(t)t^k dt = 0, \quad k = 0, 1, \ldots, r-2 \quad (22) \]

and

\[ \int_a^b (b-t)\rho(t)\tilde{P}_{r-1}(t)t^l dt = 0, \quad l = 0, 1, \ldots, r-2, \]

we get that

\[ \int_a^b \rho(t)H_{1j}(t) dt = 0 \quad \text{and} \quad \int_a^b \rho(t)\tilde{H}_{1j}(t) dt = 0. \]
Now, using the relation for coefficient \( H_{1j}(t) \), we get

\[
\int_a^b \rho(t)H_{0j}(t)dt = \frac{1}{P_{r-1}^2(a)} \int_a^b \rho(t)P_{r-1}^2(t)dt - \frac{P_{r-1}'(a) + (a_j-a)P_{r-1}''(a)}{(a_j-a)P_{r-1}'(a)} \int_a^b \rho(t)H_{1j}(t)dt.
\]

Now, using (22), we have

\[
\int_a^b \rho(t)(t-a)P_{r-1}(t) \left( \frac{P_{r-1}(t)}{(t-a)P_{r-1}'(a)} - 1 \right) dt = 0
\]

because

\[
\frac{P_{r-1}(t)}{(t-a)P_{r-1}'(a)} - 1 = (t-a)Q(t),
\]

where \( Q(t) \) is polynomial of degree \( r - 3 \). So,

\[
\int_a^b \frac{\rho(t)(t-a)P_{r-1}^2(t)}{(t-a)^2 [P_{r-1}'(a)]^2} dt = \int_a^b \frac{\rho(t)(t-a)P_{r-1}(t)}{(t-a)P_{r-1}'(a)} dt.
\]

Similarly, we calculate \( \int_a^b \rho(t)\bar{H}_{0j}(t)dt \) and get the following relations for coefficients in (21):

\[
\int_a^b \rho(t)H_{01}(t)dt = \frac{1}{P_{r-1}^2(a)} \int_a^b \rho(t)P_{r-1}^2(t)dt,
\]

\[
\int_a^b \rho(t)H_{0j}(t)dt = \frac{1}{(a_j-a)P_{r-1}'(a_j)} \int_a^b \rho(t)(t-a)P_{r-1}(t) dt,
\]

\[
\int_a^b \rho(t)H_{1j}(t)dt = 0,
\]

\[
\int_a^b \rho(t)\bar{H}_{0j}(t)dt = \frac{1}{(b_j-b)\bar{P}_{r-1}'(b_j)} \int_a^b \rho(t)(b-t)\bar{P}_{r-1}(t) dt,
\]

\[
\int_a^b \rho(t)\bar{H}_{1j}(t)dt = 0,
\]

\[
\int_a^b \rho(t)\bar{H}_{0r}(t)dt = \frac{1}{\bar{P}_{r-1}'(b)} \int_a^b \rho(t)\bar{P}_{r-1}^2(t)dt,
\]

which is result proved by M. Bessenyei and Zs. Páles in [5] (see Theorem 1).

**Theorem 5.** Let \( F : [a, b] \to \mathbb{R} \) is \( n \)-convex function, \( \rho : [a, b] \to \mathbb{R} \) is a positive integrable function and \( H_{ij} \) and \( \bar{H}_{ij} \) are defined on \([a, b]\) by (19) and (20) respectively.
Then, if $b_1 = a$, $b_\tau = b$, $k_j$ odd for all $j = 1, \ldots, r$, $l_j$ odd for all $j = 2, \ldots, \tau - 1$ and $l_\tau$ even, we have

\[
\sum_{j=1}^r \sum_{i=0}^{k_j} F^{(i)}(a_j) \int_a^b \rho(t)H_{ij}(t)dt \leq \int_a^b \rho(t)F(t)dt \leq \sum_{i=0}^{l_1} F^{(i)}(a) \int_a^b \rho(t)H_{i1}(t)dt + \sum_{j=2}^{\tau-1} \sum_{i=0}^{l_j} F^{(i)}(b_j) \int_a^b \rho(t)H_{ij}(t)dt
\]

\[
+ \sum_{i=0}^{l_\tau} F^{(i)}(b) \int_a^b \rho(t)H_{i\tau}(t)dt.
\]

If $F$ is $n$-concave, the inequalities are reversed.

**Proof.** We use Corollary 1 and Corollary 4(b). $\square$

**Corollary 6.** Let $F : [a, b] \rightarrow \mathbb{R}$ is $(2r)$-convex function and $\rho : [a, b] \rightarrow \mathbb{R}$ is a positive integrable function. Then, we have

\[
\sum_{j=1}^r F(a_j) \int_a^b \rho(t)H_{0j}(t)dt + \sum_{j=1}^r F'(a_j) \int_a^b \rho(t)H_{1j}(t)dt \leq \int_a^b \rho(t)F(t)dt \leq F(a) \int_a^b \rho(t)\bar{H}_{01}(t)dt + \sum_{j=2}^r F(b_j) \int_a^b \rho(t)\bar{H}_{0j}(t)dt
\]

\[
+ \sum_{j=2}^r F'(b_j) \int_a^b \rho(t)\bar{H}_{1j}(t)dt + F(b) \int_a^b \rho(t)\bar{H}_{0(r+1)}(t)dt,
\]

where

\[
H_{0j}(t) = \frac{P_r^2(t)}{(t-a)^2 [P_r'(a_j)]^2} \left( 1 - \frac{P_r'(a_j)}{P_r'(a)} (t-a_j) \right),
\]

\[
H_{1j}(t) = \frac{P_r^2(t)}{(t-a)[P_r'(a_j)]^2}, \quad \bar{H}_{01}(t) = \frac{(b-t)P_{r-1}^2(t)}{(b-a)P_{r-1}'(a)},
\]

\[
\bar{H}_{0j}(t) = \frac{(t-a)(b-t)P_{r-1}^2(t)}{(b_j-a)(b-b_j)(t-b_j)^2 \left[ P_{r-1}'(b_j) \right]^2}
\]

\[
\times \left( 1 + \frac{(2b_j-a-b)P_{r-1}'(b_j) - (b-b_j)(b_j-a)P_{r-1}'(b_j)}{(b-b_j)(b_j-a)P_{r-1}'(b_j)} (t-b_j) \right),
\]

\[
\bar{H}_{1j}(t) = \frac{(b-t)P_{r-1}^2(t)}{(b-a)P_{r-1}'(a)}.
\]
\[
\bar{H}_{1j}(t) = \frac{(t-a)(b-t)\bar{P}_{r-1}^2(t)}{(t-b_j)(b_j-a)(b-b_j)} \left[ \bar{P}_r'(b_j) \right]^2, \quad \bar{H}_{0(r+1)}(t) = \frac{(t-a)\bar{P}_{r-1}^2(t)}{(b-a)\bar{P}_{r-1}^2(b)}
\]

and
\[
P_r(t) = \prod_{j=1}^{r} (t-a_j), \quad \bar{P}_{r-1}(t) = \prod_{j=2}^{r} (t-b_j)
\]

for \(a \leq a_1 < a_2 \ldots < a_r \leq b, \ a < b_2 \ldots < b_r < b, (r \geq 2)\). If \(F\) is \((2r)\)-concave, the inequalities are reversed.

**Proof.** We put \(k_j = 1\) for \(j = 1, \ldots, r\) and \(l_j = 1\) for \(j = 2, \ldots, r, l_1 = l_{r+1} = 0\) in Theorem 5 and then calculate
\[
H_{0j} = \frac{P_r^2(t)}{(t-a_j)^2} \left\{ \frac{(t-a_j)^2}{P_r(t)} \right\}_{t=a_j} \left( 1 - \frac{P''_r(a_j)}{P'_r(a_j)} (t-a_j) \right),
\]
\[
H_{1j}(t) = \frac{P_r^2(t)}{t-a_j} \left[ \frac{(t-a_j)^2}{P_r^2(t)} \right]_{t=a_j} = \frac{P_r^2(t)}{(t-a_j)[P'_r(a_j)]^2},
\]
\[
\bar{H}_{01}(t) = \frac{(t-a)(t-b)\bar{P}_{r-1}^2(t)}{t-a} \left[ \frac{t-a}{(t-a)(t-b)\bar{P}_{r-1}^2(t)} \right]_{t=a} = \frac{(b-t)\bar{P}_{r-1}^2(t)}{(b-a)\bar{P}_{r-1}^2(a)},
\]
\[
\bar{H}_{0j}(t) = \frac{(t-a)(t-b)\bar{P}_{r-1}^2(t)}{(t-b_j)^2} \times \left\{ \frac{(t-b_j)^2}{(t-a)(t-b)\bar{P}_{r-1}^2(t)} \right\}_{t=b_j} \left[ \frac{(t-b_j)^2}{(t-a)(t-b)\bar{P}_{r-1}^2(t)} \right]_{t=b_j} (t-b_j)
\]
\[
= \frac{(t-a)(b-t)\bar{P}_{r-1}^2(t)}{(b_j-a)(b-b_j)(t-b_j)^2} \left[ \bar{P}_r'(b_j) \right]^2 \times \left( 1 + \frac{(2b_j-a-b)\bar{P}_{r-1}^2(b_j)-(b-b_j)(b_j-a)\bar{P}_r'(b_j)}{(b-b_j)(b_j-a)\bar{P}_r'(b_j)} (t-b_j) \right),
\]
\[
\bar{H}_{1j}(t) = \frac{(t-a)(t-b)\bar{P}_{r-1}^2(t)}{(t-b_j)} \left[ \frac{(t-b_j)^2}{(t-a)(t-b)\bar{P}_{r-1}^2(t)} \right]_{t=b_j}
\]
\[
= \frac{(t-a)(b-t)\bar{P}_{r-1}^2(t)}{(t-b_j)(b_j-a)(b-b_j) \left[ \bar{P}_r'(b_j) \right]^2}.
\]

Coefficient \(\bar{H}_{0(r+1)}\) we get similarly as coefficient \(\bar{H}_{01}(t)\). \(\blacksquare\)
Remark 5. If we choose $P_r$ such that it is orthogonal with weight $\rho(t)$ to all polynomials of lower degree, i.e.

$$\int_a^b \rho(t) P_r(t) t^k dt = 0, \quad k = 0, 1, \ldots, r - 1$$

we get that

$$\int_a^b \rho(t) H_{1j}(t) dt = 0.$$ 

Now, similar as in Remark 4 we get

$$\int_a^b \rho(t) H_{0j}(t) dt = \frac{1}{P'_r(a_j)} \int_a^b \frac{\rho(t) P_r(t)}{(t - a_j)} dt.$$ 

Also, if we choose $\tilde{P}_{r-1}$ such that it is orthogonal with weight $(t - a)(b - t)\rho(t)$, to all polynomials of lower degree, i.e.

$$\int_a^b \rho(t)(t - a)(b - t) \tilde{P}_{r-1}(t) t^l dt = 0, \quad l = 0, 1, \ldots, r - 2,$$

we get that

$$\int_a^b \rho(t) \tilde{H}_{1j}(t) dt = 0$$

and then

$$\int_a^b \rho(t) \tilde{H}_{0j}(t) dt = \frac{1}{(b_j - a)(b_j - b) \tilde{P}_{r-1}(b_j)} \int_a^b \frac{\rho(t)(t - a)(b - t) \tilde{P}_{r-1}(t)}{(t - b_j)} dt,$$

which is result proved by M. Bessenyei and Zs. Páles in [5] (see Theorem 2).

Remark 6. If we put $r = 1$ and $\rho(t) = 1$ in Corollary 6, we get $n = 2$ and for $a_1 = \frac{a + b}{2}$ calculate

$$H_{01}(t) = 1 \Rightarrow \int_a^b H_{01}(t) dt = b - a,$$

$$H_{11}(t) = t - \frac{a + b}{2} \Rightarrow \int_a^b H_{11}(t) dt = 0,$$

$$\tilde{H}_{01}(t) = \frac{b - t}{b - a} \Rightarrow \int_a^b \tilde{H}_{01}(t) dt = \frac{b - a}{2},$$

$$\tilde{H}_{02}(t) = \frac{t - a}{b - a} \Rightarrow \int_a^b \tilde{H}_{02}(t) dt = \frac{b - a}{2}.$$ 

So, using (23) for $n = 2$ we get classical Hermite-Hadamard inequality (18).
Corollary 7. Let $F : [a, b] \to \mathbb{R}$ be $(2m)$-convex function and $\rho : [a, b] \to \mathbb{R}$ be a positive integrable function. Then, if $m$ is odd, we have
\[
\sum_{j=1}^{m} F(a_j) \int_{a}^{b} \rho(t) H_{0j}(t) \, dt + \sum_{j=1}^{m} F'(a_j) \int_{a}^{b} \rho(t) H_{1j}(t) \, dt \\
\leq \int_{a}^{b} \rho(t) F(t) \, dt \\
\leq \sum_{i=0}^{m-1} F^{(i)}(a) \int_{a}^{b} \rho(t) \mathcal{H}_{i1}(t) \, dt + \sum_{i=0}^{m-1} F^{(i)}(b) \int_{a}^{b} \rho(t) \mathcal{H}_{i2}(t) \, dt,
\]
where $H_{0j}$ and $H_{1j}$ as in Corollary 6 with $r = m$,
\[
\mathcal{H}_{i1}(t) = \frac{(t-a)^i(t-b)^m}{i!} \sum_{k=0}^{m-1-i} \frac{(-1)^k (m+k)!}{[(m-1)!]^2} (a-b)^{m+k} (t-a)^k, \text{ and}
\]
\[
\mathcal{H}_{i2}(t) = \frac{(t-a)^m(t-b)^i}{i!} \sum_{k=0}^{m-1-i} \frac{(-1)^k (m+k)!}{[(m-1)!]^2} (b-a)^{m+k} (t-b)^k.
\]
If $F$ is $(2m)$-concave, the inequalities are reversed.

Proof. We use Remark 1 and 2 and then calculate
\[
\mathcal{H}_{i1}(t) = \frac{1}{i!} \frac{(t-a)^m(t-b)^m}{(t-a)^{m+i}} \frac{1}{(m-1)!} \left[ \frac{(t-a)^m}{(t-a)^m(t-b)^m} \right]^{(k)}_{t=a} (t-a)^k \\
= \frac{(t-a)^i(t-b)^m}{i!} \sum_{k=0}^{m-1-i} \frac{(-1)^k (m+k)!}{[(m-1)!]^2} (b-a)^{m+k} (t-a)^k.
\]
Coefficient $\mathcal{H}_{i2}(t)$ we get similarly. □
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BOAS–TYPE INEQUALITY FOR 3–CONVEX FUNCTIONS AT A POINT

JOSIP PEČARIĆ, DORA POKAZ AND MARJAN PRALJAK

(Communicated by C. P. Niculescu)

Abstract. Starting from a very general form of Boas-type inequality from [5] we get Boas-type inequality for 3-convex functions at a point. For special \( \lambda \)-balanced sets, weight functions and measures we derive various examples.

1. Introduction

In [2], R. P. Boas proved that the inequality

\[
\int_0^\infty \Phi \left( \frac{1}{M} \int_0^\infty f(tx) \, dm(t) \right) \frac{dx}{x} \leq \int_0^\infty \Phi(f(x)) \frac{dx}{x}
\]  

(1)

holds for all continuous convex functions \( \Phi: [0, \infty) \to \mathbb{R} \), measurable non–negative functions \( f: \mathbb{R}_+ \to \mathbb{R} \), and non–decreasing bounded functions \( m: [0, \infty) \to \mathbb{R} \), where \( M = m(\infty) - m(0) > 0 \) and the inner integral on the left-hand side of (1) is the Lebesgue–Stieltjes integral with respect to \( m \). This inequality represent one direction of generalization of the famous Hardy inequality. After its author, relation (1) was named the Boas inequality. In the case of a concave function \( \Phi \), (1) holds with the sign of inequality reversed.

S. Kaijser et al. [6] (see also the paper [7] of N. Levinson) established the so-called general Hardy-Knopp-type inequality

\[
\int_0^\infty \Phi \left( \frac{1}{x} \int_0^x f(t) \, dt \right) \frac{dx}{x} \leq \int_0^\infty \Phi(f(x)) \frac{dx}{x},
\]  

(2)

for positive measurable functions \( f: \mathbb{R}_+ \to \mathbb{R} \), and a real convex function \( \Phi \) on \( \mathbb{R}_+ \). Later on, A. Čižmešija et al. [4] generalized relation (2) to the so-called strengthened Hardy-Knopp-type inequality by inserting a weight function and integrating over intervals of non-negative real numbers. Further, in [3] A. Čižmešija et al. considered a general Borel measure \( \lambda \) on \( \mathbb{R}_+ \), such that \( L = \lambda(\mathbb{R}_+) = \int_0^\infty d\lambda(t) < \infty \), and proved
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that for a convex function $\Phi$ on an interval $I \subseteq \mathbb{R}$ and a weight function $u$ on $\mathbb{R}_+$ the inequality
\[
\int_0^\infty u(x)\Phi(Af(x)) \frac{dx}{x} \leq \frac{1}{L} \int_0^\infty w(x)\Phi(f(x)) \frac{dx}{x}
\]
holds for all measurable functions $f : \mathbb{R}_+ \rightarrow \mathbb{R}$ such that $f(x) \in I$ for all $x \in \mathbb{R}_+$, where $Af(x) = \frac{1}{L} \int_0^\infty f(tx) d\lambda(t)$ and $w(x) = \int_0^\infty u\left(\frac{x}{t}\right) d\lambda(t) < \infty$, $x \in \mathbb{R}_+$.

Observe that a non-decreasing and bounded function $m : [0, \infty) \rightarrow \mathbb{R}$ such that $M = m(\infty) - m(0) > 0$ induces a finite Borel measure $\lambda$ on $\mathbb{R}_+$ and vice versa. For such a function and measure, related Lebesgue and Lebesgue-Stieltjes integrals are equivalent. Thus, all the above results can be stated for $Af(x)$ defined by
\[
Af(x) = \frac{1}{M} \int_0^\infty f(tx) dm(t), \quad x \in \mathbb{R}_+,
\]
so they refine and generalize inequality (1).

Another generalization of (1) was given by D. Luor [8] in a setting with $\sigma$-finite Borel measures $\mu$ and $\nu$ on a topological space $X$ and a Borel probability measure $\lambda$ on $\mathbb{R}_+$. The weighted version of that Luor's result is obtained in [5] in a setting with a topological space and $\sigma$-finite Borel measures as following.

Let $\lambda$ be a finite Borel measure on $\mathbb{R}_+$. By supp $\lambda$ we denote its support, that is, the set of all $t \in \mathbb{R}_+$ such that $\lambda(N_t) > 0$ holds for all open neighbourhoods $N_t$ of $t$. Hence,
\[
L = \int_{\text{supp } \lambda} d\lambda(t) = \int_0^\infty d\lambda(t) = \lambda(\mathbb{R}_+) < \infty. \tag{3}
\]
On the other hand, let $X$ be a topological space equipped with a continuous scalar multiplication $(a, x) \mapsto ax \in X$, for $a \in \mathbb{R}_+$, $x \in X$, such that
\[
1x = x, \quad a(bx) = (ab)x, \quad x \in X, \quad a, b \in \mathbb{R}_+.
\]
Further, let the Borel set $\Omega \subseteq X$ be $\lambda$-balanced, that is, $t\Omega = \{tx : x \in \Omega\} \subseteq \Omega$, for all $t \in \text{supp } \lambda$. For a Borel measurable function $f : \Omega \rightarrow \mathbb{R}$, we define its Hardy–Littlewood average $Af$ as
\[
Af(x) = \frac{1}{L} \int_0^\infty f(tx) d\lambda(t), \quad x \in \Omega. \tag{4}
\]
Finally, suppose that $\mu$ and $\nu$ are $\sigma$–finite Borel measures on $X$. For $t > 0$ and a Borel set $S \subseteq X$ we define
\[
\mu_t(S) = \mu\left(\frac{1}{t}S\right). \tag{5}
\]
Obviously, $\mu_t$ is a $\sigma$-finite Borel measure on $X$ for each $t \in \mathbb{R}_+$. Throughout this paper, we suppose that the measures $\mu_t$ are absolutely continuous with respect to the measure $\nu$, that is, $\mu_t \ll \nu$ for each $t \in \text{supp } \lambda$. As usual, by $\frac{d\mu_t}{d\nu}$ we denote the related Radon–Nikodym derivative.

Thus, the following weighted general Boas-type inequality is given in [5].
THEOREM 1. Let \( \lambda \) be a finite Borel measure on \( \mathbb{R}_+ \) and \( L \) be defined by (3). Let \( \mu \) and \( \nu \) be \( \sigma \)-finite Borel measures on a topological space \( X \), \( \mu_t \) be defined by (5) and such that \( \mu_t \ll \nu \) for all \( t \in \text{supp} \lambda \). Further, let \( \Omega \subseteq X \) be a \( \lambda \)-balanced set and \( u \) be a non-negative function on \( X \), such that
\[
v(x) = \int_0^\infty u \left( \frac{1}{t} x \right) \frac{d\mu}{d\nu}(x) d\lambda(t) < \infty, \quad x \in \Omega.
\] (6)
Suppose \( \Phi : I \to \mathbb{R} \) is a non-negative convex function on an interval \( I \subseteq \mathbb{R} \). If \( f : \Omega \to \mathbb{R} \) is a Borel measurable function, such that \( f(x) \in I \) for all \( x \in \Omega \), and \( Af \) is defined by (4), then \( Af(x) \in I \) for all \( x \in \Omega \) and the inequality
\[
\int_\Omega u(x) \Phi(Af(x)) d\mu(x) \leq \frac{1}{L} \int_\Omega v(x) \Phi(f(x)) d\nu(x)
\] (7)
holds. For a non-positive concave function \( \Phi \), the sign of inequality in (7) is reversed.

Notice that the condition on non-negativity of the convex function \( \Phi \) in Theorem 1 can be omitted only in a particular setting with cones in \( X \). More precisely, the following corollary holds.

COROLLARY 1. If in Theorem 1 we have \( t\Omega = \Omega \) for \( \lambda \)-a.e. \( t \in \text{supp} \lambda \), then (7) holds for all convex functions \( \Phi \) on an interval \( I \subseteq \mathbb{R} \). In that case, for all concave functions \( \Phi \) relation (7) holds with the sign of inequality reversed.

We will make further generalization based on the inequality (7). Instead of convex functions we will introduce a different class of functions, following the idea of I. A. Baloch et al. [1] and J. Pečarić et al. [10].

This paper is organized in following way: after the Introduction, in Section 2 we define class of functions \( \mathcal{K}_{\text{Int}}(I) \) and prove the Boas inequality of Levinson type for such functions. We point out the dual class of functions and corresponding dual in-equality. We discuss 3-convexity at the point and give several one-dimensional results. In Section 3 we obtain multidimensional results and examples of Levinson type concerning balls in \( \mathbb{R}^n \) centred at the origin and their dual sets.

CONVENTIONS. An interval \( I \) in \( \mathbb{R} \) is any convex subset of \( \mathbb{R} \), while by \( \text{Int} I \) we denote its interior. By \( \mathbb{R}_+ \) we denote the set of all positive real numbers i.e. \( \mathbb{R}_+ = (0, \infty) \). A \( k \)th order divided difference of a function \( f : I \to \mathbb{R} \), where \( I \) is an interval in \( \mathbb{R} \), at distinct points \( x_0, \ldots, x_k \in I \) is defined recursively by
\[
[x_i]f = f(x_i), \quad \text{for} \quad i = 0, \ldots, k
\]
and
\[
[x_0, \ldots, x_k]f = \frac{[x_1, \ldots, x_k]f - [x_0, \ldots, x_{k-1}]f}{x_k - x_0}.
\]
A function \( f : I \to \mathbb{R} \) is called \( k \)-convex if \( [x_0, \ldots, x_k]f \geq 0 \) for all choices of \( k + 1 \) distinct points \( x_0, \ldots, x_k \in I \). If the \( k \)th derivative \( f^{(k)} \) of a \( k \)-convex function exists, then \( f^{(k)} \geq 0 \), but \( f^{(k)} \) may not exist (for properties of divided differences and \( k \)-convex
functions see [11]). For $R > 0$ we denote by $B(R)$ a ball in $\mathbb{R}^n$ centred at the origin and of radius $R$, that is, $B(R) = \{x \in \mathbb{R}^n : |x| \leq R\}$, where $|x|$ denotes the Euclidean norm of $x \in \mathbb{R}^n$. By its complementary set we mean the set $\mathbb{R}^n \setminus B(R) = \{x \in \mathbb{R}^n : |x| > R\}$.

2. Main results

In order to make generalization of the inequality (7) in Levinson’s sense we will replace convex functions with the following class of functions.

**Definition 1.** Let $f : I \to \mathbb{R}$, where $I$ is an interval in $\mathbb{R}$, be a function and $c \in \text{Int} I$. We say that $f \in \mathcal{H}_1^c(I)$ (resp. $f \in \mathcal{H}_2^c(I)$) if there exists a constant $\alpha$ such that the function $F(x) = f(x) - \frac{x^2}{2}$ is concave (resp. convex) on $I \cap (\infty, c]$ and convex (resp. concave) on $I \cap [c, \infty)$.

**Remark 1.** If $f \in \mathcal{H}_1^c(a,b)$, $i = 1,2$, and $f''(c)$ exists, then $f''(c) = \alpha$. Let $f \in \mathcal{H}_1^c(a,b)$. Due to the concavity and convexity of $F$ for every distinct points $x_j \in (a,c]$ and $y_j \in [c,b)$, $j = 1,2,3$, we have

$$[x_1,x_2,x_3]F = [x_1,x_2,x_3]f - \alpha \leq 0 \leq [y_1,y_2,y_3]f - \alpha = [y_1,y_2,y_3]F.$$  

Therefore, if $f''(c)$ and $f''(c)$ exist, letting $x_j \nearrow c$ and $y_j \searrow c$, we get

$$f''(c) \leq \alpha \leq f''(c).$$

Similary, for $f \in \mathcal{H}_2^c(a,b)$, we have $f''(c) \leq \alpha \leq f''(c)$. \hfill \Box

**Remark 2.** Function $f : I \to \mathbb{R}$ is 3-convex (resp. 3-concave) if and only if $f \in \mathcal{H}_1^c(I)$ (resp. $f \in \mathcal{H}_2^c(I)$) for every $c \in \text{Int} I$. In other words, a function is 3-convex on an interval if and only if it is 3-convex at every point of its interior, so the property from the definition of $\mathcal{H}_1^c(I)$ can be described as “3-convexity at point $c$”.

For the main result we need another set of measures, sets and functions that also satisfying Theorem 1. So, let $\hat{\lambda}$ be a finite Borel measure on $\mathbb{R}_+$ such that

$$\hat{L} = \int_0^\infty d\hat{\lambda}(t) = \int_{\supp \hat{\lambda}} d\hat{\lambda}(t) < \infty. \tag{8}$$

Let $\hat{\Omega} \subseteq X$ be a $\hat{\lambda}$-balanced Borel set, let measures $\hat{\mu}$, $\hat{\mu}_t, t \in \mathbb{R}_+$ and $\hat{\nu}$ be $\sigma$-finite Borel measures on $X$ such that $\hat{\mu}(S) = \hat{\mu}(\frac{1}{t}S)$, for $t \in \mathbb{R}_+$ and $S \subseteq X$ Borel set and $\hat{\mu}_t \ll \hat{\nu}$, $t \in \supp \hat{\lambda}$. Finally, let $\hat{u}$ be a non-negative function on $X$, such that

$$\hat{\nu}(x) = \int_0^\infty \hat{u}\left(\frac{1}{t}x\right) \frac{d\hat{\mu}_t}{d\hat{\nu}}(x)d\hat{\lambda}(t) < \infty, \quad x \in \hat{\Omega}. \tag{9}$$

For a Borel measurable function $g : \hat{\Omega} \to \mathbb{R}$ the Hardy-Littlewood average $\hat{Ag}$ of $g$ defined by

$$\hat{Ag}(x) = \frac{1}{\hat{L}} \int_0^\infty g(tx)d\hat{\lambda}(t), \quad x \in \hat{\Omega}. \tag{9}$$
Theorem 2. Let $X, \Omega, \lambda, \mu, \nu, \mu_\lambda, L, u, v$ be as in Theorem 1. Furthermore, let $\hat{\Omega}, \hat{\nu}, \hat{\mu}, \hat{\lambda}, \hat{L}, \hat{u}, \hat{v}$ be another set of measures and functions that satisfy Theorem 1. If $f: \Omega \to I \cap (-\infty, c]$ and $g: \hat{\Omega} \to I \cap [c, \infty)$ are measurable functions satisfying

$$
\int_\Omega u(x)(Af(x))^2 d\mu(x) - \frac{1}{L} \int_\Omega v(x)f^2(x) d\nu(x)
= \int_\Omega \hat{u}(x)(\hat{A}g(x))^2 d\hat{\mu}(x) - \frac{1}{L} \int_\Omega \hat{v}(x)g^2(x) d\hat{\nu}(x) \tag{10}
$$

then for every $\Phi \in \mathcal{H}_1^c(I)$ the following inequality holds

$$
\int_\Omega \hat{u}(x)\Phi(\hat{A}g(x)) d\hat{\mu}(x) - \frac{1}{L} \int_\Omega \hat{v}(x)\Phi(g(x)) d\hat{\nu}(x)
\leq \int_\Omega u(x)\Phi(Af(x)) d\mu(x) - \frac{1}{L} \int_\Omega v(x)\Phi(f(x)) d\nu(x). \tag{11}
$$

If $\Phi \in \mathcal{H}_2^c(I)$ in the above setting, then (11) holds with the sign of inequality reversed.

Proof. From Definition 1 there exists a constant $\alpha$ such that $F(x) = \Phi(x) - \frac{\alpha}{2} x^2$ is concave on $I \cap (-\infty, c]$ so we can apply Theorem 1 on the function $F$ and get

$$
\int_\Omega u(x) F(Af(x)) d\mu(x) - \frac{1}{L} \int_\Omega v(x) F(f(x)) d\nu(x) \geq 0
$$

By the definition of the function $F$ we have

$$
\int_\Omega u(x) \left[ \Phi(Af(x)) - \frac{\alpha}{2} (Af(x))^2 \right] d\mu(x) - \frac{1}{L} \int_\Omega v(x) \left[ \Phi(f(x)) - \frac{\alpha}{2} f^2(x) \right] d\nu(x) \geq 0.
$$

Since integral is a linear functional we can write

$$
\int_\Omega u(x) \Phi(Af(x)) d\mu(x) - \frac{1}{L} \int_\Omega v(x) \Phi(f(x)) d\nu(x)
\geq \frac{\alpha}{2} \left[ \int_\Omega u(x) (Af(x))^2 d\mu(x) - \frac{1}{L} \int_\Omega v(x) f^2(x) d\nu(x) \right]. \tag{12}
$$

For the same constant $\alpha$, the second part of Definition 1 gives us a convex function $F(x) = \Phi(x) - \frac{\alpha}{2} x^2$ on $I \cap [c, \infty)$. Now, from Theorem 1 we have

$$
\int_\Omega \hat{u}(x) F(\hat{A}g(x)) d\hat{\mu}(x) - \frac{1}{L} \int_\Omega \hat{v}(x) F(g(x)) d\hat{\nu}(x) \leq 0.
$$

Similarly as in the first part of the proof, we obtain

$$
\int_\Omega \hat{u}(x) \left[ \Phi(\hat{A}g(x)) - \frac{\alpha}{2} (\hat{A}g(x))^2 \right] d\hat{\mu}(x) - \frac{1}{L} \int_\Omega \hat{v}(x) \left[ \Phi(g(x)) - \frac{\alpha}{2} g^2(x) \right] d\hat{\nu}(x) \leq 0
$$
Hence, we obtain (11). In the case

More concretely, if

and also

as in Theorem 2, the function \( F(x) = \Phi(x) - \frac{\alpha}{2} x^2 \) is convex on \( I \cap (-\infty, c] \) and concave on \( I \cap [c, \infty) \). Following the idea of the first part of the proof we get our statement.  

Similarly as in [9] we analyze \( \alpha \) from the Definition 1.

REMARK 3. The assumption of equality (10) in Theorem 2 can be weakened. More concretely, if

(a) \( \alpha \geq 0 \) and

\[
\int_{\Omega} u(x) (Af(x))^2 d\mu(x) - \frac{1}{L} \int_{\Omega} v(x) f^2(x) dv(x) 
\geq \int_{\Omega} \hat{u}(x) (\hat{A}g(x))^2 d\hat{u}(x) - \frac{1}{L} \int_{\Omega} \hat{v}(x) g^2(x) d\hat{v}(x),
\]

(b) \( \alpha \leq 0 \) and

\[
\int_{\Omega} u(x) (Af(x))^2 d\mu(x) - \frac{1}{L} \int_{\Omega} v(x) f^2(x) dv(x) 
\leq \int_{\Omega} \hat{u}(x) (\hat{A}g(x))^2 d\hat{u}(x) - \frac{1}{L} \int_{\Omega} \hat{v}(x) g^2(x) d\hat{v}(x),
\]

then (11) holds. Indeed, if we multiply (14) with \( \frac{\alpha}{2} \geq 0 \) we get

\[
\frac{\alpha}{2} \left[ \int_{\Omega} u(x) (Af(x))^2 d\mu(x) - \frac{1}{L} \int_{\Omega} v(x) f^2(x) dv(x) \right] 
\geq \frac{\alpha}{2} \left[ \int_{\Omega} \hat{u}(x) (\hat{A}g(x))^2 d\hat{u}(x) - \frac{1}{L} \int_{\Omega} \hat{v}(x) g^2(x) d\hat{v}(x) \right]
\]

so we can chain inequalities (12) and (13) to get (11). In the case when we multiply (15) with \( \frac{\alpha}{2} \leq 0 \) we again get (16) and the conclusion is the same.

COROLLARY 2. Let \( X, \Omega, \hat{\Omega}, \lambda, \hat{\lambda}, \mu, \hat{\mu}, v, \hat{v}, u, \hat{u}, L, \hat{L}, v, \hat{v} \) be as in Theorem 2 and assume that (10) holds. If \( \Phi \) is 3-convex on the interval \( I \), then (11) holds. If \( \Phi \) is 3-concave, then (11) holds with the sign reversed.
Proof. If $\Phi$ is $3$-convex, then by Remark 2 it also belongs to $\mathcal{K}^c_1(I)$ for every $c \in \text{Int } I$, so we can again apply Theorem 2. \hfill \Box

For Lebesgue measures and some intervention on the weight functions, from Theorem 2 we obtain the following result.

**Corollary 3.** Let $\lambda$ and $\hat{\lambda}$ be finite Borel measures on $\mathbb{R}_+$ and $L$ and $\hat{L}$ be defined by (3) and (8) respectively. Let $\Omega \subset \mathbb{R}_+$ be a $\lambda$-balanced set such that $t\Omega = \Omega$ for $\lambda$-a.e. $t \in \text{sup } \lambda$ and $\hat{\Omega} \subset \mathbb{R}_+$ be a $\hat{\lambda}$-balanced such that $t\hat{\Omega} = \hat{\Omega}$ for $\hat{\lambda}$-a.e. $t \in \text{sup } \hat{\lambda}$. Suppose that $u$ and $\hat{u}$ are non-negative functions on $\mathbb{R}_+$, such that

$$w(x) = \int_0^\infty u\left(\frac{x}{t}\right) \lambda(t) < \infty, \quad x \in \Omega$$

and

$$\hat{w}(x) = \int_0^\infty \hat{u}\left(\frac{x}{t}\right) \hat{\lambda}(t) < \infty, \quad x \in \hat{\Omega}.$$ 

If $f : \Omega \rightarrow I \cap (-\infty, c]$ and $g : \hat{\Omega} \rightarrow I \cap [c, \infty)$ are measurable functions satisfying

$$\int_\Omega u(x)(Af(x))^2 \frac{dx}{x} - \frac{1}{L} \int_\Omega w(x)f^2(x) \frac{dx}{x} = \int_\hat{\Omega} \hat{u}(x)(A\hat{g}(x))^2 \frac{dx}{x} - \frac{1}{\hat{L}} \int_\hat{\Omega} \hat{w}(x)\hat{g}^2(x) \frac{dx}{x},$$

the following inequality

$$\int_\Omega \hat{u}(x)\Phi(A\hat{g}(x)) \frac{dx}{x} - \frac{1}{\hat{L}} \int_\hat{\Omega} \hat{w}(x)\Phi(\hat{g}(x)) \frac{dx}{x} \leq \int_\Omega u(x)\Phi(Af(x)) \frac{dx}{x} - \frac{1}{L} \int_\Omega w(x)\Phi(f(x)) \frac{dx}{x}$$

(17)

holds for $\Phi \in \mathcal{K}^c_1(I)$. If $\Phi \in \mathcal{K}^c_2(I)$ in the above setting, then (17) holds with the sign of inequality reversed.

Proof. It follows directly from Theorem 2 if we set $X = \mathbb{R}_+$, the measures $\mu$, $\nu$, $\hat{\mu}$ and $\hat{\nu}$ to be the Lebesgue measures and replace the weight functions $u$ and $\hat{u}$ with $x \mapsto u(x)$, $x \mapsto \hat{u}(x)$ respectively. For such measures we get $\frac{d\mu}{d\nu}(x) = \frac{d\hat{\mu}}{d\hat{\nu}}(x) = \frac{1}{t}$, $t \in \mathbb{R}_+$. In this setting, we have

$$v(x) = \int_0^\infty u\left(\frac{x}{t}\right) \cdot \frac{t}{x} \cdot \frac{1}{x} \lambda(t) = \frac{1}{x} \int_0^\infty u\left(\frac{x}{t}\right) \lambda(t) = \frac{w(x)}{x}, \quad x \in \Omega,$$

and

$$\hat{v}(x) = \frac{\hat{w}(x)}{x}, \quad x \in \hat{\Omega}$$

where the function $v$ and $\hat{v}$ are defined by (6) and (9). \hfill \Box

**Example 1.** Consider the Theorem 2 with $X = \Omega = \mathbb{R}_+$ $\lambda(t) = \chi_{(0,1)}(t) dt$. For $0 < b \leq \infty$, let $d\mu(x) = \chi_{(0,b)}(x) dx$, and $v(x) = dx$. Instead of the weight $u$
we take the function $x \mapsto \frac{u(x)}{x} \chi_{(0,b)}(x)$. Then supp $\lambda = (0,1]$, $L = 1$, $t \Omega = \Omega$ for $t \in \text{supp } \lambda$, \( \frac{d\mu}{dv}(x) = \frac{1}{t} \chi_{(0,tb)}(x) \),

$$Af(x) = \int_0^1 f(tx) \, dt = Hf(x),$$

and

$$v(x) = \int_0^1 u\left(\frac{t}{x}\right) \cdot \frac{1}{t} \chi_{(0,tb)}(x) \, dt = \frac{1}{x} \int_0^1 u\left(\frac{\chi}{t}\right) \, dt = \int_x^b u(y) \frac{dy}{y^2} = w(x),$$

for $x \in (0,b)$.

For measurable functions $f: \mathbb{R}_+ \rightarrow I \cap (-\infty,c]$ and $g: \hat{\Omega} \rightarrow I \cap [c,\infty)$ the condition (10) becomes

$$\int_0^b u(x)(Hf(x))^2 \frac{dx}{x} - \int_0^b w(x)f^2(x) \frac{dx}{x} = \int_{\Omega} \hat{u}(x)(\hat{A}g(x))^2 d\hat{\mu}(x) - \frac{1}{\hat{L}} \int_{\hat{\Omega}} \hat{v}(x)(g(x))^2 d\hat{\nu}(x),$$

and for a function $\Phi$ from $\mathcal{H}_1^c(I)$ the following inequality

$$\int_{\Omega} \hat{u}(x)\Phi(\hat{A}g(x)) \, d\hat{\mu}(x) - \frac{1}{\hat{L}} \int_{\hat{\Omega}} \hat{v}(x)\Phi(g(x)) \, d\hat{\nu}(x) \leq \int_0^b u(x)\Phi(Hf(x)) \frac{dx}{x} - \int_0^b w(x)\Phi(f(x)) \frac{dx}{x}$$

(18)

holds. If $\Phi$ is from $\mathcal{H}_2^c(I)$, then the sign of inequality (18) is reversed.

On the other hand, we have dual example.

**Example 2.** Let $X = \hat{\Omega} = \mathbb{R}_+$ and $d\hat{\lambda}(t) = \chi_{[1,\infty)}(t) \frac{dt}{t^2}$ in the Theorem 2. For $0 \leq b < \infty$, let $\hat{u}: (b,\infty) \rightarrow \mathbb{R}$ be a non-negative locally integrable function on its domain. Let $d\hat{\mu}(x) = \chi_{(b,\infty)}(x) \, dx$ and $d\hat{\nu}(x) = dx$. Then we get a dual result to (18) (see also [3, 4, 6]). So supp $\hat{\lambda} = [1,\infty)$, $\hat{L} = 1$, $\hat{w}(x) = \frac{1}{x} \int_b^x \hat{u}(t) \, dt$ and

$$\hat{A}g(x) = \int_1^\infty g(tx) \frac{dt}{t^2} = x \int_x^\infty g(t) \frac{dt}{t^2} = \hat{H}g(x), \quad x \in (b,\infty).$$

For measurable functions $f: \Omega \rightarrow I \cap (-\infty,c]$ and $g: \hat{\Omega} \rightarrow I \cap [c,\infty)$ the condition (10) becomes

$$\int_{\Omega} u(x)(Af(x))^2 \, d\mu(x) - \frac{1}{L} \int_{\Omega} v(x)f^2(x) \, dv(x) = \int_0^\infty \hat{u}(x)(\hat{H}g(x))^2 \frac{dx}{x} - \int_0^\infty \hat{w}(x)g^2(x) \frac{dx}{x},$$
and for \( \Phi \in X^c_1(I) \) the following inequality
\[
\int_0^\infty \hat{u}(x)\Phi(\hat{H}g(x)) \frac{dx}{x} - \int_0^\infty \hat{w}(x)\Phi(g(x)) \frac{dx}{x} \\
\leq \int_{\Omega} u(x)\Phi(Af(x))d\mu(x) - \frac{1}{L} \int_{\Omega} v(x)\Phi(f(x))d\nu(x)
\] (19)
holds. If \( \Phi \in X^c_2(I) \), then the sign of inequality (19) is reversed.

3. Multidimensional examples

In Corollary 1 the condition \( t\Omega = \Omega, \lambda \text{-a.e.} \ t \in \text{supp} \lambda \) is emphasized, so the logical choice of the multidimensional examples is setting with balls in \( \mathbb{R}^n \) centred at the origin.

**Corollary 4.** Suppose that \( 0 < b \leq \infty \) and that a positive function \( \psi \) on \([0, 1]\) and a non-negative function \( u \) on \( \mathbb{R}^n \) are such that
\[
v(x) = \int_{\frac{1}{|B|}}^1 u\left(\frac{1}{t}x\right) t^{-n}\psi(t) dt < \infty, \ x \in B(b)
\] (20)
and
\[
P_1 = \int_0^1 \psi(t) dt < \infty.
\] (21)
If \( f : B(b) \to I \cap (-\infty, c] \) and \( g : \hat{\Omega} \to I \cap [c, \infty) \) are measurable functions satisfying
\[
\frac{1}{P_1} \int_{B(b)} u(x) \left( \int_0^1 \psi(t)f(tx) dt \right)^2 dx - \frac{1}{P_1} \int_{B(b)} v(x)f^2(x) dx
\]
\[
= \int_{\hat{\Omega}} \hat{u}(x)(\hat{A}g(x))^2d\hat{u}(x) - \frac{1}{L} \int_{\hat{\Omega}} \hat{v}(x)g^2(x) d\hat{v}(x),
\] (22)
then for \( \Phi \in X^c_1(I) \) the inequality
\[
\int_{\hat{\Omega}} \hat{u}(x)\Phi(\hat{A}g(x))d\hat{u}(x) - \frac{1}{L} \int_{\hat{\Omega}} \hat{v}(x)\Phi(g(x))d\hat{v}(x)
\]
\[
\leq \int_{B(b)} u(x)\Phi\left( \frac{1}{P_1} \int_0^1 \psi(t)f(tx) dt \right) dx - \frac{1}{P_1} \int_{B(b)} v(x)\Phi(f(x)) dx
\] (23)
holds.

**Proof.** Follows from Theorem 2 rewritten with \( X = \mathbb{R}^n, \ \Omega = B(b), \ d\lambda(t) = \psi(t)\chi_{(0,1)}(t) dt, \ d\mu(x) = \chi_{B(b)}(x) dx, \) and \( d\nu(x) = dx \). Here we have \( \text{supp} \lambda = (0, 1], \)
\[
\frac{d\mu}{d\nu}(x) = t^{-n}\chi_{B(b)}(x), \)
and \( Af(x) = \frac{1}{P_1} \int_0^1 \psi(t)f(tx) dt \). It is easy to see that in this setting (20) reduces to (6), and (10) and (11) becomes (22) and (23). \( \square \)

Applying Corollary 4 to some particular \( u \) and \( \Phi \) we get the following result.


EXAMPLE 3. Apply Corollary 4 for \( u(x) \equiv 1 \) and the 3-convex function \( \Phi(x) = x^p, \ p > 2 \) or \( p \leq (0, 1) \). In this setting, if \( f : B(b) \rightarrow I \cap (-\infty, c] \) and \( g : \hat{\Omega} \rightarrow I \cap [c, \infty) \) are measurable functions satisfying

\[
\frac{1}{P_1^2} \int_{B(b)} \left( \int_0^1 \psi(t)f(tx)dt \right)^2 \, dx - \frac{1}{P_1} \int_{B(b)} v(x)f^2(x) \, dx = \int_{\hat{\Omega}} \hat{u}(x)(\hat{A}g(x))^2 \, d\hat{u}(x) - \frac{1}{L} \int_{\hat{\Omega}} \hat{v}(x)g^2(x) \, d\hat{v}(x),
\]

then the following inequality

\[
\int_{\hat{\Omega}} \hat{u}(x)(\hat{A}g(x))^p \, d\hat{u}(x) - \frac{1}{L} \int_{\hat{\Omega}} \hat{v}(x)g^p(x) \, d\hat{v}(x) \leq \frac{1}{P_1^p} \int_{B(b)} \left( \int_0^1 \psi(t)f(tx)dt \right)^p \, dx - \frac{1}{P_1} \int_{B(b)} v(x)f^p(x) \, dx
\]

holds, where \( P_1 \) is defined by (21). Notice that \( \Phi(x) = x^p, \ p \in (1, 2) \) or \( p < 0 \) is a 3-concave function.

Similarly, we get the dual result by using the set \( \mathbb{R}^n \setminus B(b) \).

COROLLARY 5. Suppose that \( 0 \leq b < \infty \) and that the positive function \( \psi \) on \([1, \infty)\) and the non-negative function \( u \) on \( \mathbb{R}^n \) are such that

\[
\hat{v}(x) = \int_1^{\|x\|} \hat{u}\left( \frac{1}{t}x \right) t^{-n} \psi(t) \, dt < \infty, \ x \in \mathbb{R}^n \setminus B(b)
\]

and

\[
P_\infty = \int_1^\infty \psi(t) \, dt < \infty.
\]

If \( f : \Omega \rightarrow I \cap (-\infty, c] \) and \( g : \mathbb{R}^n \setminus B(b) \rightarrow I \cap [c, \infty) \) are measurable functions satisfying

\[
\int_{\Omega} u(x)(Af(x))^2 \, d\mu(x) - \frac{1}{L} \int_{\Omega} v(x)f^2(x) \, dv(x)
\]

\[
= \frac{1}{P_\infty^2} \int_{\mathbb{R}^n \setminus B(b)} \hat{u}(x) \left( \int_1^\infty \psi(t)g(tx) \, dt \right)^2 \, dx - \frac{1}{P_\infty} \int_{\mathbb{R}^n \setminus B(b)} \hat{v}(x)g^2(x) \, dx
\]

then for \( \Phi \in \mathcal{K}_1^c(I) \) the following inequality

\[
\int_{\mathbb{R}^n \setminus B(b)} \hat{u}(x)\Phi \left( \frac{1}{P_\infty} \int_1^\infty \psi(t)g(tx) \, dt \right) \, dx - \frac{1}{P_\infty} \int_{\mathbb{R}^n \setminus B(b)} \hat{v}(x)\Phi(g(x)) \, dx 
\]

\[
\leq \int_{\Omega} u(x)\Phi(Af(x)) \, d\mu(x) - \frac{1}{L} \int_{\Omega} v(x)\Phi(f(x)) \, dv(x)
\]

holds.
Proof. The proof follows from Theorem 2 if we set \( d\hat{\lambda}(t) = \psi(t)\chi_{(1,\infty)}(t) dt \), \( X = \mathbb{R}^n \), \( \tilde{\Omega} = \mathbb{R}^n \setminus B(b) \), \( d\hat{\mu}(x) = \chi_{\mathbb{R}^n \setminus B(b)}(x) dx \) and \( d\hat{\nu}(x) = dx \). Then we get \( \text{supp} \hat{\lambda} = [1,\infty) \), \( \frac{d\hat{\mu}}{d\hat{\nu}}(x) = t^{-n}\chi_{\mathbb{R}^n \setminus B(b)}(x) \) and \( \hat{A}_g(x) = \frac{1}{P_\infty} \int_1^\infty \psi(t)g(tx) dt \). So (6), (10) and (11) become (24), (26) and (27), respectively. \( \square \)

Example 4. Apply Corollary 5 for \( \hat{u}(x) \equiv 1 \) and the 3-convex function \( \Phi(x) = x^p \), \( p > 2 \) or \( p \in (0,1) \). If \( f : \Omega \to I \cap (-\infty,c] \) and \( g : \mathbb{R}^n \setminus B(b) \to I \cap [c,\infty) \) are measurable functions satisfying

\[
\int_\Omega u(x)(Af(x))^2 d\mu(x) - \frac{1}{L} \int_\Omega v(x)f^2(x) d\nu(x)
= \frac{1}{P_\infty^2} \int_{\mathbb{R}^n \setminus B(b)} \left( \int_1^\infty \psi(t)g(tx) dt \right)^2 dx - \frac{1}{P_\infty} \int_{\mathbb{R}^n \setminus B(b)} \hat{\nu}(x)g^2(x) dx,
\]

then the following inequality

\[
\int_{\mathbb{R}^n \setminus B(b)} \left( \frac{1}{P_\infty} \int_1^\infty \psi(t)g(tx) dt \right)^p dx - \frac{1}{P_\infty} \int_{\mathbb{R}^n \setminus B(b)} \hat{\nu}(x)g^p(x) dx
\leq \int_\Omega u(x)(Af(x))^p d\mu(x) - \frac{1}{L} \int_\Omega v(x)f^p(x) d\nu(x)
\]

holds, where \( P_\infty \) is defined by (25).
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INEQUALITIES AND BOUNDS FOR A CERTAIN BIVARIATE ELLIPTIC MEAN

EDWARD NEUMAN

(Communicated by S. Varošanec)

Abstract. This paper deals with a new mean introduced recently by this author. This mean is a degenerate case of the completely symmetric elliptic integral of the second kind. In particular inequalities involving mean under discussion are obtained. Also, bounds in the mean in question are obtained. Bounding expressions are convex combinations of some quantities depending on variables of the mean.

1. Introduction and notation

In recent years certain bivariate means have been investigated extensively by several researchers. A complete list of research papers which deal with this subject is too long to be included here even if we would restrict our attention to papers published in the last ten years. The goal of this paper is to obtain inequalities and optimal bounds for the particular mean introduced recently by this author (see [15]). Its definition is included below (see (2)). In what follows the letters $a$ and $b$ will always stand for positive and unequal numbers.

First we recall definition of the Schwab-Borchardt mean of $a$ and $b$:

$$SB(a, b) ≡ SB = \begin{cases} 
\sqrt{b^2 - a^2} & \text{if } a < b, \\
\cos^{-1}(a/b) & \text{if } a > b 
\end{cases}$$

(see, e.g., [2], [3]). This mean has been studied extensively in [19], [20] and in [8]. It is well known that the mean $SB$ is strict, nonsymmetric and homogeneous of degree one in its variables.

Mean $SB$ can also be expressed in terms of the degenerated completely symmetric elliptic integral of the first kind (see, e.g., [15]). It has been pointed out in [19] that some well known bivariate means such as logarithmic mean and two Seiffert means (see [23, 24]) can be represented by the Schwab-Borchardt mean of two simpler means such as geometric and arithmetic means or as the Schwab-Borchardt mean of arithmetic and the square - mean root mean. This idea was utilized lately by this author and other

Mathematics subject classification (2010): 26E60, 26D05.

Keywords and phrases: Bivariate elliptic means, inequalities, Ky Fan inequalities.
researchers as well. For more details the interested reader is referred to [4, 5, 6, 7, 8, 9, 10, 13, 14, 18, 21, 22, 25, 26]

The mean studied in this paper is defined as follows:

\[ N(a, b) \equiv N = \frac{1}{2} \left( a + \frac{b^2}{SB(a, b)} \right) \]  

(2)

(see [15]). It’s easy to see that mean \( N \) is also strict, nonsymmetric and homogeneous of degree one in its variables. Some authors call this mean, Neuman mean of the second kind (see, e.g., [5, 7, 21, 22, 25, 26]). Mean \( N \) can also be represented in terms of the degenerated completely symmetric elliptic integral of the second kind (see, e.g., [15]). By taking the \( N \)-mean of two other means one can generate several new bivariate means. This idea was utilized in [15].

This paper can be regarded as continuation of investigations initiated in author’s earlier papers [18, 8, 15, 11, 10, 9, 13, 16, 14, 12, 17] and is organized as follows. Some preliminary results and formulas needed in this paper are given in Section 2. Inequalities involving mean \( N \) are derived in Section 3. Bounds for the mean under discussion are obtained in Section 4. The Ky Fan type inequalities are established in Section 5.

2. Preliminary results and formulas needed in this paper

First of all let us record another formulas for means \( SB \) and \( N \). Those will be utilized frequently in subsequent sections of this paper.

One can easily verify that (1) implies

\[ SB(a, b) \equiv SB = \begin{cases} 
\frac{b \sin r}{r} = \frac{a \tan r}{r} & \text{if } a < b, \\
\frac{b \sinh s}{s} = \frac{a \tanh s}{s} & \text{if } b < a,
\end{cases} \]  

(3)

where

\[ \cos r = a/b \quad \text{if} \quad a < b \quad \text{and} \quad \cosh s = a/b \quad \text{if} \quad a > b. \]  

(4)

Clearly

\[ 0 < r < \frac{\pi}{2} \]  

(5)

and

\[ s > 0. \]  

(6)

Corresponding formulas for the mean \( N \), obtained with the aid of (2) and (3), read as follows:

\[ N(a, b) \equiv N = \frac{1}{2} b \left( \cos r + \frac{r}{\sin r} \right) = \frac{1}{2} a \left( 1 + \frac{r}{\sin r \cos r} \right) \]  

(7)
provided \( a < b \). Similarly, if \( a > b \), then

\[
N(a, b) \equiv N = \frac{1}{2} b \left( \cosh s + \frac{s}{\sinh s} \right) = \frac{1}{2} a \left( 1 + \frac{s}{\sinh s \cosh s} \right). \tag{8}
\]

Here the domains for \( r \) and \( s \) are the same as these in (5) and (6).

For later use let

\[
v = \frac{a - b}{a + b}. \tag{9}
\]

Clearly \( 0 < |v| < 1 \).

The unweighted arithmetic mean \( A \) of \( a \) and \( b \) is defined as

\[
A = \frac{a + b}{2}.
\]

For the reader’s convenience let us recall definitions of the first and the second Seiffert means, denoted by \( P \) and \( T \), respectively, the Neuman-Sándor mean \( M \), and the logarithmic mean \( L \):

\[
P = A \frac{v}{\sinh^{-1} v}, \quad T = A \frac{v}{\tan^{-1} v},
\]

\[
M = A \frac{v}{\sinh^{-1} v}, \quad L = A \frac{v}{\tanh^{-1} v}, \tag{10}
\]

(see [23], [24], [19]).

We will also utilize the l’Hôpital Monotone Rule [1]:

Let \( c, d \in \mathbb{R} \) (\( c < d \)) and let \( f, g : [c, d] \to \mathbb{R} \) be continuous functions that are differentiable on \( (c, d) \). Assume that \( g'(x) \neq 0 \) for each \( x \in (c, d) \). If \( f''/g' \) is increasing (decreasing) on \( (c, d) \), then so are \( f(x) - f(c) \over g(x) - g(c) \) and \( f(x) - f(d) \over g(x) - g(d) \). If monotonicity of \( f''/g' \) is strict, then so is monotonicity of two functions represented by the above quotients.

3. Inequalities involving mean \( N \)

The goal of this section is to establish two inequalities which connect the Schwab-Borchardt mean \( SB \) with the mean \( N \). We have the following:

**Theorem 1.** Let \( a, b > 0 \), \( a \neq b \). Then

\[
SB(a, b) < \frac{a + 2b}{3} < \frac{b + N(b, a)}{2} < N(a, b). \tag{11}
\]

If \( a > b \), then

\[
N(a, b) < A < SB(b, a). \tag{12}
\]
Proof. The first inequality in (11) has been established in [19]. In the proof of the second inequality in (11) we apply the following one
\[
\frac{b + 2a}{3} < N(b, a)
\]
(see [15]) to the third member of (11) to obtain the desired result. The third inequality in (11) appears in [15, Theorem 4.1]. It is included here for the sake of completeness. For the proof of the first inequality in (12) we use the first part of (8) together with the formula \(\cosh s = a/b\) to obtain
\[
N(a, b) = \frac{1}{2} \left( a + b \frac{s}{\sinh s} \right)
\]
Taking into account that \((s/\sinh s) < 1\) we obtain the desired inequality \(N(a, b) < A\). For the proof of the second inequality in (12) we will utilize the invariance property of the Schwab-Borchardt mean
\[
SB(A, \sqrt{Aa}) = SB(b, a)
\]
(see [2, 3]) and the inequality [19]:
\[
(xy^2)^{1/3} < SB(x, y)
\]
\((x, y > 0, x \neq y)\). In (14) we let \(x = A\) and \(y = \sqrt{Aa}\) and next apply (13) to obtain
\[
A^{2/3} a^{1/3} < SB(b, a).
\]
The assumption that \(a > b\) yields \(A < a\). This in conjunction with (15) gives the desired inequality \(A < SB(b, a)\). This completes the proof of the second inequality in (12). □

4. Bounds for \(N\)

For the sake of presentation we introduce two auxiliary functions
\[
\Phi_1(r) = \frac{2 \sin r - \sin r \cos r - r}{2(\sin r)(1 - \cos r)}
\]
\((0 < r < \pi/2)\) and
\[
\Psi_1(s) = \frac{s + \sinh s \cosh s - 2 \sinh s}{2(\sinh s)(\cosh s - 1)}
\]
\((s > 0)\). It is known [15] that the function \(\Phi_1(r)\) is strictly decreasing while the function \(\Psi_1(s)\) is strictly increasing. Moreover, \(\Phi_1(0^+) = 1/3\) and \(\Phi_1(\pi/2) = 1 - \pi/4\). Also, \(\Psi_1(0^+) = 1/3\) and \(\Psi_1(\infty^-) = 1/2\).

We are in a position to establish the following:
THEOREM 2. If \( a < b \), then the simultaneous inequality
\[
\alpha a + (1 - \alpha)b < N(a, b) < \beta a + (1 - \beta)b
\]
holds true if
\[
\alpha \geq \frac{1}{3} \quad \text{and} \quad \beta \leq 1 - \frac{\pi}{4} = 0.214\ldots
\]
If \( a > b \), then the inequality (18) is valid if
\[
\alpha \leq \frac{1}{3} \quad \text{and} \quad \beta \geq \frac{1}{2}.
\]

Proof. We shall prove first the theorem in the case when \( a < b \). It follows from (18) that
\[
\beta < \frac{N/b - 1}{a/b - 1} < \alpha.
\]
Utilizing (7) and the first formula in (4) we can write (21) as follows
\[
\beta < 1 - \frac{\pi}{4} \leq \Phi_1(r) \leq \frac{1}{3} < \alpha.
\]
Hence the assertion follows. Assume now that \( a > b \). We follow the idea used in the first part of this proof. Let us note that in this case inequalities in (21) are reversed, i.e. we have \( \alpha < \Psi_1(s) < \beta \). Combining this with relevant parts of l’Hôpital Monotone Rule yields
\[
\alpha < \frac{1}{3} \leq \Psi_1(s) \leq \frac{1}{2} < \beta.
\]
The proof is complete. \( \square \)

In the proof of the next result we will utilize the following function
\[
\Phi_2(r) = \frac{r^2 + r \sin r \cos r - 2 \sin^2 r}{2(\sin r)(r - \sin r)}
\]
\((0 < r < \pi/2)\).

Our next task is to determine all the parameters \( \alpha \) and \( \beta \) for which the following inequality
\[
\alpha b + (1 - \alpha)SB(a, b) < N(a, b) < \beta b + (1 - \beta)SB(a, b),
\]
is satisfied for positive numbers \( a \) and \( b \) which satisfy the condition \( a < b \).

We shall prove now the following:

THEOREM 3. Inequality (23) holds true if
\[
\alpha \leq 0 \quad \text{and} \quad \beta \geq \frac{\pi^2 - 8}{4\pi - 8} = 0.409\ldots
\]
Proof. Let \( a < b \). Making use of (3) and (7) we can easily show that the two-sided inequality (23) can be written in the form

\[ \alpha < \Phi_2(r) < \beta. \]  

(25)

Taking into account that the function \( \Phi_2(r) \) is strictly increasing (see [22, Lemma 2.4]) and also that \( \Phi_2(0^+) = 0 \) \( \) and \( \Phi_2(\pi/2) = (\pi^2 - 8)/(4\pi - 8) \) we conclude, using (25), that conditions (24) must be satisfied in order for the inequality (23) to be valid. \( \square \)

We shall now illustrate the last result with the following:

\textbf{Example 1.} Let \( A \) and \( G \) stand for the unweighted arithmetic and geometric means of two positive unequal numbers, and also let \( P \) be the first Seiffert mean of the same numbers. Writing \( N_{GA} \) for \( N(G,A) \) we obtain using (23) and the fact that \( P = SB(G,A) \)

\[ \alpha A + (1 - \alpha)P < N_{GA} < \beta A + (1 - \beta)P, \]

where \( \alpha \) and \( \beta \) must to satisfy conditions (24). In particular, with \( \alpha = 0 \) and \( \beta = \frac{1}{2} \), we obtain the inequality

\[ P < N_{GA} < \frac{1}{2}(A + P) \]

which is a possibly a new one.

We shall discuss now a problem of finding bounds for \( N(a,b) \) in the form of geometric means of \( a \) and \( b \):

\[ a^\alpha b^{1-\alpha} < N(a,b) < a^\beta b^{1-\beta}. \]  

(26)

We have the following:

\textbf{Theorem 4.} If \( a < b \), then the inequality (26) is satisfied for all numbers \( \alpha \) and \( \beta \) such that \( \alpha \geq 1/3 \) and \( \beta \leq 0 \). Otherwise, if \( a > b \), then (26) is valid if \( \alpha \leq 1/3 \) and \( \beta \geq 1 \).

\textit{Proof.} For the proof of the first part of the assertion we rewrite (26) \( a \) as follows

\[ \beta < \frac{\log(N/b)}{\log(a/b)} < \alpha, \]  

(27)

where \( N \equiv N(a,b) \). Using (4) and (7) we write the above two-sided inequality as

\[ \beta < \Phi_3(r) < \alpha \]

where

\[ \Phi_3(r) = \frac{\log(\sin 2r + 2r) - \log(2 \sin r) - \log 2}{\log(\cos r)} \]

\( (0 < r < \pi/2) \). \( \) It is known (see [6, Lemma 2.3]) that the function \( \Phi_3(r) \) is strictly decreasing on \( (0, \pi/2) \). Moreover, \( 0 \leq \Phi_3(r) \leq 1/3 \) on the stated domain. Hence the assertion follows.
The second part of the thesis can be established in a similar manner. Using (26) we have
\[ \alpha < \frac{\log(N/b)}{\log(a/b)} < \beta \]
Utilizing (4) and (8) we can write the above inequality in the form
\[ \alpha < \Psi_3(s) < \beta, \]
where
\[ \Psi_3(s) = \frac{\log(\sinh 2s + 2s) - \log(2 \sinh s) - \log 2}{\log(\cosh s)} \]
\((s > 0)\). Making use of Lemma 2.4 in [6] we conclude that the function \( \Psi_3(s) \) is strictly increasing provided \( s > 0 \) and also that \( 1/3 \leq \Psi_3(s) \leq 1 \). The assertion now follows. The proof is complete. \( \square \)

We shall now deal with problems of finding bounds for the reciprocals of the mean \( N \) in terms of reciprocals of its variables \( a \) and \( b \). Let now \( a < b \). More exactly we are looking for all numbers \( \alpha \) and \( \beta \) for which the inequality
\[ \alpha \frac{1}{a} + (1 - \alpha) \frac{1}{b} < \frac{1}{N} < \beta \frac{1}{a} + (1 - \beta) \frac{1}{b} \]  \( (28) \)
holds true.

**Theorem 5.** If \( a < b \), then the inequality (28) is satisfied provided \( \alpha \leq 0 \) and \( \beta \geq 1/3 \). Otherwise, if \( a > b \), then the inequalities (28) hold true if \( \alpha \geq 1 \) and \( \beta \leq 1/3 \).

**Proof.** It is easy to see that (28) is equivalent to
\[ \alpha < \frac{a}{b} \frac{1 - N}{1 - \frac{a}{b}} < \beta \]
provided \( a < b \). Let us denote the second member of the above inequality by \( \Phi_4 \). Then utilizing (4) and (7) we get
\[ \Phi_4 \equiv \Phi_4(r) = \frac{\cos r}{1 - \cos r} \frac{2 \sin r - \sin r \cos r - r}{\sin r \cos r + r} \]
\((0 < r < \pi/2)\). Making use of Lemma 2.8 in [4] we conclude that the function \( \Phi_4(r) \) is strictly decreasing on its domain and also that \( \Phi_4(0^+) = 1/3 \) and \( \Phi_4(\pi/2) = 0 \). This yields
\[ \alpha < 0 \leq \Phi_4(r) \leq 1/3 < \beta \]  \( (29) \)
This completes the proof of the first part of the thesis of our theorem.
Assume now that \( a > b \). It is easy to see that the two-sided inequality (28) can be written as
\[
\beta < \frac{a/b}{1-a/b} \frac{1-N/b}{N/b} < \alpha.
\]
Denote the middle member of the above inequality by \( \Psi_4 \equiv \Psi_4(s) \ (s > 0) \). Using (4) and (8) we get
\[
\Psi_4(s) = \frac{\cosh(s)}{1-\cosh s} \frac{2\sinh(s) - \sinh s \cosh s - s}{\sinh s \cosh s + s}.
\]
Making use of Lemma 2.6 in [4] we conclude that the function \( \Psi_4(s) \) is strictly increasing for all \( s > 0 \) and also that \( \Psi_4(0^+) = 1/3 \) and \( \Psi_4(\infty^-) = 1 \). Hence the assertion follows. \( \Box \)

5. The Ky Fan inequalities involving mean \( N \)

Ky Fan inequalities for various pairs of means have been a subject of many research papers published in mathematical literature. The Ky Fan inequalities for the Schwab-Borchardt mean are derived in [19] while the Ky Fan inequalities for particular means derived from the \( N \) mean are established in [15].

The goal of this section is to establish Ky Fan inequalities for the means \( N(a,b) \) and \( N(b,a) \). Before we will state and prove the main result of this section let us introduce more notation. To this end we will assume that \( 0 < b < a \leq 1/2 \). Also, let \( a' = 1 - a \) and \( b' = 1 - b \). Research in this section is motivated by validity of the inequality [15, Theorem 4.1]:
\[
b < N(a,b) < N(b,a) < a
\]
provided \( b < a \). It is natural to ask whether this inequality has its counterpart in the form of Ky Fan inequality? The answer is provided in the following:

**Theorem 6.** Let \( 0 < b < a \leq 1/2 \). Then the inequalities
\[
\frac{b}{b'} < \frac{N(a,b)}{N(a',b')} < \frac{N(b,a)}{N(b',a')} < \frac{a}{a'}
\]
are valid. Inequalities (30) are reversed if \( 0 < a < b \leq 1/2 \).

**Proof.** It is elementary to show that assumption \( 0 < b < a \leq 1/2 \) implies the inequality
\[
\frac{b}{b'} < \frac{a}{a'}.
\]
We shall establish now inequalities (30). For, let us write the leftmost inequality in (30) as follows
\[
\frac{N(a',b')}{b'} < \frac{N(a,b)}{b}
\]
and also introduce \( f_1 \), where
\[
f_1 = \frac{N(a, b)}{b}.
\]
Application of (8) gives
\[
f_1 \equiv f_1(s) = \frac{\sinh s \cosh s + s}{2 \sinh s} = : \frac{n_1(s)}{d_1(s)},
\]
where \( \cosh s = a/b \). It is known that the function \( f_1(s) \) is even and strictly increasing for \( s > 0 \) (see [15, p. 287]). Let \( s' \) be defined implicitly as \( \cosh s' = a'/b' \). Then (31) implies \( \cosh s' < \cosh s \) and this in turn yields \( s' < s \). Further, monotonicity of \( f_1 \) gives \( f_1(s') < f_1(s) \) or what is the same that
\[
\frac{N(a', b')}{b'} < \frac{N(a, b)}{b}.
\]
Hence the first inequality in (30) follows. For the proof of the second inequality in (30) we introduce
\[
f_2 = \frac{N(b, a)}{N(a, b)}.
\]
Using (7) and (8) we obtain
\[
f_2 = \frac{\sin r \cos r + r}{(\sin r) \left( 1 + \frac{s}{\sinh s \cosh s} \right)}.
\] (32)
Taking into account that \( \cosh s = \sec r \) we obtain \( \sinh s = \tan r \) and \( s = \cosh^{-1}(\sec r) \). With the aid of these formulas we can write (32) as
\[
f_2(r) = \frac{\sin r \cos r + r}{\sin r + \cos^2 r \cosh^{-1}(\sec r)} = : \frac{n_2(r)}{d_2(r)}
\]
\((0 < r < \pi/2)\). We shall show now that the function \( f_2(r) \) is strictly increasing on its domain. Differentiating we obtain
\[
\left( \frac{n_2'(r)}{d_2(r)} \right)' = \frac{\cosh^{-1}(\sec r)}{[(\sin r) \cosh^{-1}(\sec r) - 1]^2} > 0.
\]
Thus the function \( \frac{n_2'(r)}{d_2(r)} \) is strictly increasing. Using l’Hôpital Monotone Rule we conclude that the function \( f_2 = \frac{n_2'(r)}{d_2(r)} \) is also strictly increasing. Thus \( f_2(s') < f_2(s) \). The last inequality can be written in terms of the mean \( N \) as
\[
\frac{N(b', a')}{N(a', b')} < \frac{N(b, a)}{N(a, b)}
\]
which gives the second inequality in (30). In the proof of the third inequality in (30) we shall use quantity \( f_3 \), where
\[
f_3 = \frac{a}{N(b, a)}.
\]
Making use of (7) we obtain
\[ f_3 \equiv f_3(r) = \frac{2 \sin r}{\sin r \cos r + r} =: n_3(r) d_3(r) \]
\[(0 < r < \pi/2) \]. It follows from the proof of Theorem 6.1 in [15] that \( f_3(r) \) is strictly increasing on \( 0 < r < \pi/2 \). This in turn implies that \( f_3(s') < f_3(s) \). Thus the last inequality gives
\[ \frac{a'}{N(b', a')} < \frac{a}{N(b, a)} \].

The third inequality in (30) now follows. The second assertion of the Theorem 6 can be derived from the first one. It is easy to see that replacing \( a \) by \( b \) and \( b' \) by \( a' \) gives the desired result. Let us note that the assumption \( 0 < a < b \leq \frac{1}{2} \) yields
\[ \frac{b}{b'} > \frac{a}{a'} \].

The proof is complete. \( \square \)
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GENERALIZATION OF THE JENSEN–MERCER INEQUALITY BY TAYLOR’S POLYNOMIAL

A. MATKOVIĆ

(Communicated by S. Varošanec)

Abstract. We present generalizations of the Jensen-Mercer inequality for the class of n-convex functions, obtained by using Taylor’s polynomial and Green function. By applying those inequalities we obtain some results related to Čebyšev functionals.

1. Introduction

In paper [1] the following integral version of the Jensen-Mercer inequality for convex functions was proved.

**Theorem A.** Let $g : [a, b] \rightarrow \mathbb{R}$ be a continuous and monotonic function and $[\alpha, \beta]$ be an interval such that the image of $g$ is a subset of $[\alpha, \beta]$. Let function $\lambda : [a, b] \rightarrow \mathbb{R}$ be either continuous or of bounded variation satisfying

$$\lambda (a) \leq \lambda (t) \leq \lambda (b) \text{ for all } t \in [\alpha, \beta], \quad \lambda (b) - \lambda (a) > 0. \quad (1)$$

Then for every continuous convex function $\varphi : [\alpha, \beta] \rightarrow \mathbb{R}$ the inequality

$$\varphi \left( \alpha + \beta - \frac{\int_a^b g(x) \, d\lambda (x)}{\int_a^b d\lambda (x)} \right) \leq \varphi (\alpha) + \varphi (\beta) - \frac{\int_a^b \varphi (g(x)) \, d\lambda (x)}{\int_a^b d\lambda (x)} \quad (2)$$

holds.

**Remark 1.** Inequality (2) is also valid when the condition (1) is replaced with the more strict condition that $\lambda$ is a nondecreasing function such that $\lambda (a) \neq \lambda (b)$.

Let us recall the definition of $n$-convex functions (see [7, pp. 14–15]).

**Definition 1.** A function $f : [a, b] \rightarrow \mathbb{R}$ is said to be $n$-convex on $[a, b]$, $n \geq 0$, if for all choices of $(n + 1)$ distinct points in $[a, b]$, the $n$-th divided difference of $f$ satisfies $f [x_0, \ldots, x_n] \geq 0$. If this inequality is reversed, then $f$ is said to be $n$-concave. If the inequality is strict, then $f$ is said to be a strictly $n$-convex ($n$-concave) function.


**Keywords and phrases:** Jensen-Mercer inequality, n-convex functions, exponential convexity.
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The divided difference of order $n$ of the function $f : [a, b] \rightarrow \mathbb{R}$ at distinct points $x_0, \ldots, x_n \in [a, b]$ is defined recursively by

$$f[x_i] = f(x_i), \quad (i = 0, \ldots, n)$$

and

$$f[x_0, \ldots, x_n] = \frac{f[x_1, \ldots, x_n] - f[x_0, \ldots, x_{n-1}]}{x_n - x_0}.$$  

The value $f[x_0, \ldots, x_n]$ is independent of the order of the points $x_0, \ldots, x_n$.

Note that 0-convex functions are non-negative functions, 1-convex functions are increasing functions and 2-convex functions are simply convex functions.

Consider the Green function $G$ defined on $[\alpha, \beta] \times [\alpha, \beta]$ by

$$G(t, s) = \begin{cases} \frac{(t-\beta)(s-\alpha)}{\beta-\alpha} & \text{for } \alpha \leq s \leq t, \\ \frac{(s-\beta)(t-\alpha)}{\beta-\alpha} & \text{for } t \leq s \leq \beta. \end{cases} \quad (3)$$

The Green function is continuous and convex in $s$ and, since it is symmetric, also in $t$.

It can be easily shown by integrating by parts that every function $\varphi : [\alpha, \beta] \rightarrow \mathbb{R}$, $\varphi \in C^2([\alpha, \beta])$ can be represented in the form

$$\varphi(x) = \frac{\beta-x}{\beta-\alpha} \varphi(\alpha) + \frac{x-\alpha}{\beta-\alpha} \varphi(\beta) + \int_{\alpha}^{\beta} G(x, s) \varphi''(s) \, ds. \quad (4)$$

**Lemma 1.** Let $g : [a, b] \rightarrow \mathbb{R}$ be a continuous and monotonic function, and $[\alpha, \beta]$ be an interval such that the image of $g$ is a subset of $[\alpha, \beta]$. Let function $\lambda : [a, b] \rightarrow \mathbb{R}$ be either continuous or of bounded variation satisfying (1), and $G$ the Green function defined by (3). Then for every function $\varphi \in C^2([\alpha, \beta])$ the identity

$$\varphi \left( \alpha + \beta - \frac{\int_{a}^{b} g(x) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)} \right) - \left( \varphi(\alpha) + \varphi(\beta) - \frac{\int_{a}^{b} \varphi(g(x)) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)} \right)$$

$$= \int_{\alpha}^{\beta} \left[ G \left( \alpha + \beta - \frac{\int_{a}^{b} g(x) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)}, s \right) + \frac{\int_{a}^{b} G(g(x), s) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)} \right] \varphi''(s) \, ds \quad (5)$$

holds.

**Proof.** Using (4) we obtain

$$\varphi \left( \alpha + \beta - \frac{\int_{a}^{b} g(x) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)} \right) - \left( \varphi(\alpha) + \varphi(\beta) - \frac{\int_{a}^{b} \varphi(g(x)) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)} \right)$$

$$= \left( \frac{\int_{a}^{b} g(x) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)} - \alpha \right) \frac{\varphi(\alpha)}{\beta-\alpha} + \left( \beta - \frac{\int_{a}^{b} g(x) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)} \right) \frac{\varphi(\beta)}{\beta-\alpha}$$

$$+ \int_{\alpha}^{\beta} G \left( \alpha + \beta - \frac{\int_{a}^{b} g(x) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)}, s \right) \varphi''(s) \, ds - (\varphi(\alpha) + \varphi(\beta))$$

$$+ \int_{a}^{b} \left[ \frac{\beta-g(s)}{\beta-\alpha} \varphi(\alpha) + \frac{g(s)-\alpha}{\beta-\alpha} \varphi(\beta) + \frac{\int_{a}^{b} G(g(x), s) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)} \right] \varphi''(s) \, ds \, d\lambda(x).$$

Since
\[
\left( \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)} - \alpha \right) \frac{\varphi(\alpha)}{\beta - \alpha} + \left( \frac{\beta - \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)}}{\beta - \alpha} \right) \frac{\varphi(\beta)}{\beta - \alpha} - (\varphi(\alpha) + \varphi(\beta))
\]
\[
+ \frac{1}{\beta - \alpha} \left[ \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)} \varphi(\alpha) - \alpha \varphi(\alpha) + \beta \varphi(\beta) - \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)} \varphi(\beta) \right.
\]
\[
- \beta \varphi(\alpha) - \beta \varphi(\beta) + \alpha \varphi(\alpha) + \alpha \varphi(\beta) + \beta \varphi(\alpha) - \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)} \varphi(\alpha)
\]
\[
+ \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)} \varphi(\beta) - \alpha \varphi(\beta) \right] = 0,
\]
(5) immediately follows. \(\square\)

In the rest of the paper, for the sake of simplicity, let us denote
\[
\mathcal{G}(s) = G \left( \alpha + \beta - \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)} \right) + \frac{\int_a^b G(g(x), s) \, d\lambda(x)}{\int_a^b d\lambda(x)}.
\]  
(6)

2. Generalizations by Taylor’s polynomial

In this section we generalize inequality (2) for \(n\)-convex functions using the following Taylor’s formula with the integral remainder.

Let \(n\) be a positive integer, function \(\varphi : [\alpha, \beta] \to \mathbb{R}\) such that \(\varphi^{(n-1)}\) is absolutely continuous, and \(c \in [\alpha, \beta]\). Then for all \(x \in [\alpha, \beta]\)
\[
\varphi(x) = T_{n-1}(\varphi; c, x) + R_{n-1}(\varphi; c, x)
\]  
(7)
holds, where
\[
T_{n-1}(\varphi; c, x) = \sum_{k=0}^{n-1} \frac{\varphi^{(k)}(c)}{k!} (x-c)^k
\]  
(8)
is Taylor’s polynomial of degree \(n - 1\), and the remainder is given by
\[
R_{n-1}(\varphi; c, x) = \frac{1}{(n-1)!} \int_c^x \varphi^{(n)}(t) (x-t)^{n-1} \, dt.
\]  
(9)
Applying Taylor’s formula at the points \(\alpha\) and \(\beta\) respectively we get
\[
\varphi(x) = \sum_{k=0}^{n-1} \frac{\varphi^{(k)}(\alpha)}{k!} (x-\alpha)^k + \frac{1}{(n-1)!} \int_{\alpha}^{\beta} \varphi^{(n)}(t) ((x-t)_+)^{n-1} \, dt,
\]  
(10)
and

$$
\varphi(x) = \sum_{k=0}^{n-1} \frac{\varphi^{(k)}(\beta)}{k!} (-1)^k (\beta - x)^k - \frac{1}{(n-1)!} \int_{\alpha}^{\beta} (-1)^{n-1} \varphi^{(n)}(t) ((t-x)_{+})^{n-1} dt,
$$

where

$$
(x-t)_+ = \begin{cases} 
  x-t, & t \leq x, \\
  0, & t > x.
\end{cases}
$$

Note that for \( n \geq 1 \) function \( ((x-t)_+)^{n-1} \) is convex in \( x \) and in \( t \).

Applying Taylor’s formula (7) for \( \varphi'' \), we can get the following identities.

**Lemma 2.** Let functions \( g : [a,b] \to \mathbb{R} \), \( \lambda : [a,b] \to \mathbb{R} \) be as in Lemma 1, and \( \mathcal{G} : [\alpha,\beta] \to \mathbb{R} \) defined by (6). Then for every function \( \varphi : [\alpha,\beta] \to \mathbb{R} \) such that \( \varphi^{(n-1)} \) is absolutely continuous for some \( n \geq 3 \), the identities

$$
\varphi\left(\alpha + \beta - \int_{\alpha}^{\beta} g(x) d\lambda(x) \right) - \varphi(\alpha) = \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\alpha)}{k!} \int_{\alpha}^{\beta} \mathcal{G}(s)(s-\alpha)^k ds
$$

$$
+ \frac{1}{(n-3)!} \int_{\alpha}^{\beta} \left( \int_{s}^{\beta} \mathcal{G}(t)(t-s)^{n-3} ds \right) \varphi^{(n)}(t) dt,
$$

and

$$
\varphi\left(\alpha + \beta - \int_{\alpha}^{\beta} g(x) d\lambda(x) \right) - \varphi(\beta) = \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\beta)}{k!} (-1)^k \int_{\alpha}^{\beta} \mathcal{G}(s)(\beta-s)^k ds
$$

$$
- \frac{1}{(n-3)!} \int_{\alpha}^{\beta} \left( \int_{s}^{\beta} \mathcal{G}(t)(t-s)^{n-3} ds \right) \varphi^{(n)}(t) dt
$$

hold.

**Proof.** Applying Taylor’s formula (7) for \( \varphi'' \), at the points \( \alpha \) and \( \beta \), respectively, and replacing \( n \) by \( n-2 \) (\( n \geq 3 \)) we have

$$
\varphi''(s) = \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\alpha)}{k!} (s-\alpha)^k + \frac{1}{(n-3)!} \int_{\alpha}^{s} \varphi^{(n)}(t)(s-t)^{n-3} dt,
$$

and

$$
\varphi''(s) = \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\beta)}{k!} (-1)^k (\beta-s)^k - \frac{1}{(n-3)!} \int_{s}^{\beta} \varphi^{(n)}(t)(s-t)^{n-3} dt.
$$
Using (15) in (5) we get
\[
\varphi \left( \alpha + \beta - \frac{\int_a^b g(x) \, d\lambda(x)}{f_a^b \, d\lambda(x)} \right) = \left( \varphi(\alpha) + \varphi(\beta) - \frac{\int_a^b \varphi(g(x)) \, d\lambda(x)}{f_a^b \, d\lambda(x)} \right)
\]
\[
\sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\alpha)}{k!} \int_{\alpha}^{\beta} g(s)(s-\alpha)^k \, ds + \frac{1}{(n-3)!} \int_{\alpha}^{\beta} g(s) \left( \int_{\alpha}^{s} \varphi^{(n)}(t)(s-t)^{n-3} \, dt \right) \, ds.
\]

Applying Fubini’s theorem we obtain (13). Analogously using (16) in (5) and applying Fubini’s theorem we obtain (14). \(\square\)

**Lemma 3.** Let \(g : [a, b] \to \mathbb{R}\) and \(\lambda : [a, b] \to \mathbb{R}\) be as in Lemma 1. Then for every function \(\varphi : [\alpha, \beta] \to \mathbb{R}\) such that \(\varphi^{(n-1)}\) is absolutely continuous for some \(n \geq 1\) the identities

\[
\varphi \left( \alpha + \beta - \frac{\int_a^b g(x) \, d\lambda(x)}{f_a^b \, d\lambda(x)} \right) = \left( \varphi(\alpha) + \varphi(\beta) - \frac{\int_a^b \varphi(g(x)) \, d\lambda(x)}{f_a^b \, d\lambda(x)} \right)
\]
\[
\sum_{k=1}^{n-1} \frac{\varphi^{(k)}(\alpha)}{k!} \left[ \left( \frac{\beta - \int_a^b \frac{\varphi(g(x)) \, d\lambda(x)}{f_a^b \, d\lambda(x)}}{\int_a^b \frac{g(x) \, d\lambda(x)}{f_a^b \, d\lambda(x)}} \right)^k \right] - \left( \frac{\beta - \alpha)^k}{\int_a^b \frac{g(x) \, d\lambda(x)}{f_a^b \, d\lambda(x)}} \right) + \frac{1}{(n-1)!} \int_{\alpha}^{\beta} \left( \left( \alpha + \beta - \frac{\int_a^b \varphi(g(x)) \, d\lambda(x)}{f_a^b \, d\lambda(x)} \right) - t \right)^{n-1} \varphi^{(n)}(t) \, dt,
\]
\[
(17)
\]

and

\[
\varphi \left( \alpha + \beta - \frac{\int_a^b g(x) \, d\lambda(x)}{f_a^b \, d\lambda(x)} \right) = \left( \varphi(\alpha) + \varphi(\beta) - \frac{\int_a^b \varphi(g(x)) \, d\lambda(x)}{f_a^b \, d\lambda(x)} \right)
\]
\[
\sum_{k=1}^{n-1} \frac{\varphi^{(k)}(\beta)}{k!} (-1)^k \left[ \left( \frac{\int_a^b \frac{g(x) \, d\lambda(x)}{f_a^b \, d\lambda(x)}}{\int_a^b \frac{g(x) \, d\lambda(x)}{f_a^b \, d\lambda(x)}} \right)^k \right] - \left( \frac{\beta - \alpha)^k}{\int_a^b \frac{g(x) \, d\lambda(x)}{f_a^b \, d\lambda(x)}} \right) + \frac{1}{(n-1)!} \int_{\alpha}^{\beta} (-1)^{n-1} \left( \left( t - \alpha - \beta + \frac{\int_a^b \varphi(g(x)) \, d\lambda(x)}{f_a^b \, d\lambda(x)} \right) \right) \varphi^{(n)}(t) \, dt
\]
\[
(18)
\]

hold.

**Proof.** Using formula (10) and the facts that \((\alpha - t)_+ = 0\) and \((\beta - t)_+ = \beta - t\)
for \( t \in [\alpha, \beta] \), we have

\[
\varphi\left(\alpha + \beta - \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)}\right) - \left(\varphi(\alpha) + \varphi(\beta) - \frac{\int_a^b \varphi(g(x)) \, d\lambda(x)}{\int_a^b d\lambda(x)}\right)
\]

\[
= \sum_{k=0}^{n-1} \frac{\varphi^{(k)}(\alpha)}{k!} \left(\beta - \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)}\right)^k
\]

\[
+ \frac{1}{(n-1)!} \int_{\alpha}^{\beta} \varphi^{(n)}(t) \left(\left(\alpha + \beta - \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)}\right) - t\right)^{n-1} \, dt
\]

\[
- \varphi(\alpha) - \sum_{k=0}^{n-1} \frac{\varphi^{(k)}(\alpha)}{k!} (\beta - \alpha)^k - \frac{1}{(n-1)!} \int_{\alpha}^{\beta} \varphi^{(n)}(t) (\beta - t)^{n-1} \, dt
\]

\[
+ \sum_{k=0}^{n-1} \frac{\varphi^{(k)}(\alpha)}{k!} \frac{\int_a^b g(x) - \alpha)^k \, d\lambda(x)}{\int_a^b d\lambda(x)}
\]

\[
+ \frac{1}{(n-1)!} \int_{\alpha}^{\beta} \varphi^{(n)}(t) \frac{\int_a^b (g(x) - t)^k \, d\lambda(x) + 1}{\int_a^b d\lambda(x)} \, dt.
\]

By regrouping and canceling all the first members in the above sums we obtain (17). Analogously using formula (11) we obtain (18). □

Using Lemmas 2 and 3 we can get the following generalizations of the Jensen-Mercer inequality for \( n \)-convex functions.

**THEOREM 1.** Let \( g : [a, b] \to \mathbb{R} \) be a continuous and monotonic function, and \([\alpha, \beta] \) be an interval such that the image of \( g \) is a subset of \([\alpha, \beta] \). Let \( \lambda : [a, b] \to \mathbb{R} \) be either continuous or of bounded variation satisfying (1), and \( \mathcal{G} : [\alpha, \beta] \to \mathbb{R} \) defined by (6). Let \( \varphi : [\alpha, \beta] \to \mathbb{R} \) be a \( n \)-convex function such that \( \varphi^{(n-1)} \) is absolutely continuous for some \( n \geq 3 \).

(i) Then the inequality

\[
\varphi\left(\alpha + \beta - \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)}\right) - \left(\varphi(\alpha) + \varphi(\beta) - \frac{\int_a^b \varphi(g(x)) \, d\lambda(x)}{\int_a^b d\lambda(x)}\right)
\]

\[
\leq \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\alpha)}{k!} \int_{\alpha}^{\beta} \mathcal{G}(s)(s - \alpha)^k \, ds
\]

(19)

holds. Moreover, if \( \varphi^{(k)}(\alpha) \geq 0 \) for \( k = 2, 3, \ldots, n - 1 \), then the right hand side of (19) is negative or equals zero and (2) holds.
(ii) If $n$ is even then the inequality
\[
\varphi \left( \alpha + \beta - \frac{\int_{a}^{b} g(x) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)} \right) - \left( \varphi(\alpha) + \varphi(\beta) - \frac{\int_{a}^{b} \varphi(g(x)) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)} \right)
\leq \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\beta)}{k!} (-1)^k \int_{\alpha}^{\beta} \mathcal{G}(s) (\beta - s)^k \, ds
\]
holds. Moreover, if $\varphi^{(k)}(\beta) \geq 0$ for $k = 2, 4, \ldots, n - 2$ and $\varphi^{(k)}(\beta) \leq 0$ for $k = 3, 5, \ldots, n - 1$, then the right hand side of (20) is negative or equals zero and (2) holds.

(iii) If $n$ is odd then the reversed inequality (20) holds. Moreover, if $\varphi^{(k)}(\beta) \leq 0$ for $k = 2, 4, \ldots, n - 1$ and $\varphi^{(k)}(\beta) \geq 0$ for $k = 3, 5, \ldots, n - 2$, then the right hand side of the reversed inequality (20) is nonnegative and reverse inequality in (2) holds.

Proof. Since the Green function $G$ is convex and $G(\alpha, s) = G(\beta, s) = 0$, from Theorem A follows
\[
\mathcal{G}(s) = G \left( \alpha + \beta - \frac{\int_{a}^{b} g(x) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)} \right, s) + \frac{\int_{a}^{b} G(g(x), s) \, d\lambda(x)}{\int_{a}^{b} d\lambda(x)} \leq 0.
\]
Hence, if $n$ is even then
\[
\int_{t}^{\beta} \mathcal{G}(s)(s-t)^{n-3} \, ds \leq 0, \quad \text{for } t \leq s \leq \beta,
\]
and
\[
\int_{\alpha}^{t} \mathcal{G}(s)(s-t)^{n-3} \, ds \geq 0, \quad \text{for } \alpha \leq s \leq t.
\]
Also, if $n$ is odd then the inequality in (21) remains the same while the inequality in (22) becomes reversed.

Since the function $\varphi$ is $n$-convex, without loss of generality we can assume that $\varphi$ is $n$-times differentiable and $\varphi^{(n)}(s) \geq 0$ (see [7, p. 16 and p. 293]). Therefore we have
\[
\int_{\alpha}^{\beta} \left( \int_{t}^{\beta} \mathcal{G}(s)(s-t)^{n-3} \, ds \right) \varphi^{(n)}(t) \, dt \leq 0.
\]
Analogously, for even $n$ we have
\[
\int_{\alpha}^{\beta} \left( \int_{\alpha}^{t} \mathcal{G}(s)(s-t)^{n-3} \, ds \right) \varphi^{(n)}(t) \, dt \geq 0,
\]
while for odd $n$ we have reversed inequality in (24). Now, applying Lemma 2 we conclude (i), (ii) and (iii). \qed
Remark 2. The right hand side of (19) can be written in the form
\[ \int_{\alpha}^{\beta} \mathcal{G}(s) \left( \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\alpha)}{k!} (s-\alpha)^k \right) ds. \]

Hence, in case \( T_{n-3}(\varphi; \alpha, s) = \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\alpha)}{k!} (s-\alpha)^k \geq 0 \) it is negative or equals zero and inequality (2) holds. Similarly, the right hand side of (20) can be written in the form
\[ \int_{\alpha}^{\beta} \mathcal{H}(s) \left( \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\beta)}{k!} (s-\beta)^k \right) ds. \]

Therefore, in case \( n \) is even and \( T_{n-3}(\varphi; \beta, s) \geq 0 \) inequality (2) holds, while in case \( n \) is odd and \( T_{n-3}(\varphi; \beta, s) \leq 0 \) reverse inequality in (2) holds.

Theorem 2. Let \( g : [a, b] \to \mathbb{R} \) be a continuous and monotonic function, and \([\alpha, \beta]\) be an interval such that the image of \( g \) is a subset of \([\alpha, \beta]\). Let \( \lambda : [a, b] \to \mathbb{R} \) be either continuous or of bounded variation satisfying (1), and \( \varphi : [\alpha, \beta] \to \mathbb{R} \) a \( n \)-convex function such that \( \varphi^{(n-1)} \) is absolutely continuous for some \( n \geq 1 \).

(i) Then the inequality
\[ \varphi \left( \alpha + \beta - \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)} \right) - \varphi(\alpha) - \varphi(\beta) + \frac{\int_a^b \varphi(g(x)) \, d\lambda(x)}{\int_a^b d\lambda(x)} \leq \sum_{k=1}^{n-1} \frac{\varphi^{(k)}(\alpha)}{k!} \left[ \left( \beta - \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)} \right)^k - (\beta-\alpha)^k + \frac{\int_a^b (g(x)-\alpha)^k \, d\lambda(x)}{\int_a^b d\lambda(x)} \right] \] (25)

holds. Moreover, if \( \varphi^{(k)}(\alpha) \geq 0 \) for \( k = 2, 3, \ldots, n-1 \), then the right hand side of (25) is negative or equals zero and (2) holds.

(ii) If \( n \) is even then the inequality
\[ \varphi \left( \alpha + \beta - \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)} \right) - \varphi(\alpha) - \varphi(\beta) + \frac{\int_a^b \varphi(g(x)) \, d\lambda(x)}{\int_a^b d\lambda(x)} \leq \sum_{k=1}^{n-1} \frac{\varphi^{(k)}(\beta)}{k!} (-1)^k \left[ \left( \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)} - \alpha \right)^k - (\beta-\alpha)^k + \frac{\int_a^b (\beta-g(x))^k \, d\lambda(x)}{\int_a^b d\lambda(x)} \right] \] (26)

holds. Moreover, if \( \varphi^{(k)}(\beta) \geq 0 \) for \( k = 2, 4, \ldots, n-2 \) and \( \varphi^{(k)}(\beta) \leq 0 \) for \( k = 3, 5, \ldots, n-1 \), then the right hand side of (26) is negative or equals zero and (2) holds.
(iii) If \( n \) is odd then the reversed inequality (26) holds. Moreover, if \( \varphi^{(k)}(\beta) \leq 0 \) for \( k = 2, 4, \ldots, n - 1 \) and \( \varphi^{(k)}(\beta) \geq 0 \) for \( k = 3, 5, \ldots, n - 2 \), then the right hand side of the reversed inequality (26) is nonnegative and reverse inequality in (2) holds.

Proof. Since \((x - t)_+^n\) is convex function and \((\alpha - t)_+ = 0\) and \((\beta - t)_+ = \beta - t\) for \( t \in [\alpha, \beta]\), from Theorem A follows

\[
\left( \left( \alpha + \beta - \frac{\int_a^b g(x) \, d\lambda(x) \, - \, t}{\int_a^b d\lambda(x)} \right)_+^n - (\beta - t)_+^{n-1} + \frac{\int_a^b ((g(x) - t)_+^n \, - \, t)}{\int_a^b d\lambda(x)\right) \leq 0.
\]

Since the function \( \varphi \) is \( n \)-convex, without loss of generality we can assume that \( \varphi \) is \( n \)-times differentiable and \( \varphi^{(n)} \geq 0 \). Hence, applying Lemma 3 we conclude (i). Analogously, we conclude (ii) and (iii). \( \square \)

REMARK 3. In case \( T_{n-1} (\varphi; \alpha, x) \) is convex function the right hand side of (25) is negative or equals zero and inequality (2) holds. In case \( T_{n-1} (\varphi; \beta, x) \) is convex function and \( n \) is even the right hand side of (26) is negative or equals zero and (2) holds. In case \( T_{n-1} (\varphi; \beta, x) \) is convex function and \( n \) is odd the right hand side of the reversed inequality (26) is nonnegative and reverse inequality in (2) holds.

3. Related results

For two Lebesgue integrable functions \( f, h : [\alpha, \beta] \to \mathbb{R} \) the Čebyšev functional is given as

\[
\Delta(f, h) = \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} f(t) h(t) \, dt - \left( \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} f(t) \, dt \right) \cdot \left( \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} h(t) \, dt \right). \tag{27}
\]

In paper [3] the following theorems were proved.

THEOREM B. Let \( f : [\alpha, \beta] \to \mathbb{R} \) be a Lebesgue integrable and \( h : [\alpha, \beta] \to \mathbb{R} \) be an absolutely continuous function with \((\cdot - a)(b - \cdot)[h']^2 \in L[\alpha, \beta]\). Then the inequality

\[
|\Delta(f, h)| \leq \frac{1}{\sqrt{2}} \left[ \Delta(f, f) \right]^{\frac{1}{2}} \left( \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} (t - \alpha)(\beta - t)[h'(t)]^2 \, dt \right)^{\frac{1}{2}} \tag{28}
\]

holds, where the constant \( \frac{1}{\sqrt{2}} \) is the best possible.

THEOREM C. Assume that \( h : [\alpha, \beta] \to \mathbb{R} \) is monotonic nondecreasing on \([\alpha, \beta]\) and \( f : [\alpha, \beta] \to \mathbb{R} \) is absolutely continuous with \( f' \in L_{\infty}[\alpha, \beta] \). Then the inequality

\[
|\Delta(f, h)| \leq \frac{1}{2(\beta - \alpha)} \|f'\|_{\infty} \left( \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} (t - \alpha)(\beta - t) \, dh(t) \right)^{\frac{1}{2}}. \tag{29}
\]
holds, where the constant $\frac{1}{2}$ is the best possible.

Proofs of the following theorems utilize the main ideas from the proofs of the similar theorems in [2] and [6], so we omit them here.

For a continuous and monotonic function $g : [a, b] \to \mathbb{R}$, an interval $[\alpha, \beta]$ such that the image of $g$ is subset of $[\alpha, \beta]$, a function $\lambda : [a, b] \to \mathbb{R}$ either continuous or of bounded variation satisfying (1), and function $\mathcal{G} : [\alpha, \beta] \to \mathbb{R}$ defined by (6), let us denote

$$
\mathcal{R} (t) = \int_t^\beta \mathcal{G} (s) (s-t)^{n-3} \, ds,
$$

(30)

$$
\tilde{\mathcal{R}} (t) = \int_t^\alpha \mathcal{G} (s) (s-t)^{n-3} \, ds,
$$

(31)

$$
\mathcal{B} (t) = \left( \alpha + \beta - \frac{\int_a^b g (x) \, d\lambda (x)}{\int_a^b d\lambda (x)} - t \right)^{n-1} - (\beta - t)^{n-1} + \frac{\int_a^b (g (x) - t) \, d\lambda (x)}{\int_a^b d\lambda (x)},
$$

(32)

and

$$
\tilde{\mathcal{B}} (t) = \left( t - \alpha - \beta + \frac{\int_a^b g (x) \, d\lambda (x)}{\int_a^b d\lambda (x)} \right)^{n-1} - (t - \alpha)^{n-1} + \frac{\int_a^b (t - g (x)) \, d\lambda (x)}{\int_a^b d\lambda (x)}.
$$

(33)

Considering the function $\mathcal{R}$ we have the following identity in which the remainder $\mathcal{K}_n$ is estimated by using Theorem B.

**Theorem 3.** Let $g : [a, b] \to \mathbb{R}$ be a continuous and monotonic function, and $[\alpha, \beta]$ be an interval such that the image of $g$ is subset of $[\alpha, \beta]$. Let function $\lambda : [a, b] \to \mathbb{R}$ be either continuous or of bounded variation satisfying (1). Let function $\varphi : [\alpha, \beta] \to \mathbb{R}$ be such that $\varphi^{(n)}$ is absolutely continuous for some $n \geq 3$ with $(- a) (b - \cdot) \left[ \varphi^{(n+1)} \right]^2 \in L [\alpha, \beta]$, and let the functions $\mathcal{G}$ and $\mathcal{R}$ be defined by (6) and (30), respectively. Then the remainder $\mathcal{K}_n$ given in the following formula

$$
\varphi \left( \alpha + \beta - \frac{\int_a^b g (x) \, d\lambda (x)}{\int_a^b d\lambda (x)} \right) - \left( \varphi (\alpha) + \varphi (\beta) - \frac{\int_a^b \varphi (g (x)) \, d\lambda (x)}{\int_a^b d\lambda (x)} \right)
$$

$$
= \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)} (\alpha)}{k!} \int_\alpha^\beta \mathcal{G} (s) (s - \alpha)^k \, ds + \frac{\varphi^{(n-1)} (\beta) - \varphi^{(n-1)} (\alpha)}{(\beta - \alpha) (n-3)!} \int_\alpha^\beta \mathcal{R} (t) \, dt
$$

$$
+ \mathcal{K}_n (\varphi; \alpha, \beta)
$$

(34)

satisfies the estimation

$$
|\mathcal{K}_n (\varphi; \alpha, \beta)| \leq \frac{\sqrt{\beta - \alpha}}{\sqrt{2 (n-3)!}} |\Delta (\mathcal{R}, \mathcal{R})|^\frac{1}{2} \left| \int_\alpha^\beta (t - \alpha) (\beta - t) \left[ \varphi^{(n+1)} (t) \right]^2 \, dt \right|^{\frac{1}{2}}.
$$

(35)

Application of Theorem C gives the following Ostrowsky type inequality.
Theorem 4. Let \( g : [a,b] \to \mathbb{R} \) be a continuous and monotonic function, and \([\alpha, \beta]\) be an interval such that the image of \( g \) is a subset of \([\alpha, \beta]\). Let function \( \lambda : [a,b] \to \mathbb{R} \) be either continuous or of bounded variation satisfying (1), and let the functions \( \mathcal{G} \) and \( \mathcal{R} \) be defined by (6) and (30), respectively. Let function \( \varphi : [\alpha, \beta] \to \mathbb{R} \) be such that \( \varphi^{(n)} \) is absolutely continuous for some \( n \geq 3 \) with \( \varphi^{(n+1)} \geq 0 \) on \([\alpha, \beta]\). Then the remainder \( \mathcal{X}_n \) in (34) satisfies the estimation

\[
|\mathcal{X}_n(\varphi; \alpha, \beta)| \leq \frac{1}{(n-3)!} \| \mathcal{R} \|_{\infty} \left[ \frac{\varphi^{(n-1)}(\beta) + \varphi^{(n-1)}(\alpha)}{2} - \frac{\varphi^{(n-2)}(\beta) - \varphi^{(n-2)}(\alpha)}{\beta - \alpha} \right].
\]  

(36)

If the function \( \varphi^{(n)} \) belongs to \( L_p \), then we have the following theorem.

Theorem 5. Assume \( (p,q) \) is a pair of conjugate exponents, i.e. \( 1 \leq p, q \leq \infty \), \( \frac{1}{p} + \frac{1}{q} = 1 \). Let \( g : [a,b] \to \mathbb{R} \) be a continuous and monotonic function, and \([\alpha, \beta]\) be an interval such that the image of \( g \) is a subset of \([\alpha, \beta]\). Let function \( \lambda : [a,b] \to \mathbb{R} \) be either continuous or of bounded variation satisfying (1), and let the functions \( \mathcal{G} \) and \( \mathcal{R} \) be defined by (6) and (30), respectively. Let function \( \varphi : [\alpha, \beta] \to \mathbb{R} \) be such that \( \varphi^{(n-1)} \) is absolutely continuous and \( |\varphi^{(n)}| \) is an \( R \)-integrable for some \( n \geq 3 \). Then

\[
\left| \varphi \left( \alpha + \beta - \frac{\int_a^b g(x) \, d\lambda(x)}{\int_a^b d\lambda(x)} \right) - \left( \varphi(\alpha) + \varphi(\beta) - \frac{\int_a^b \varphi(g(x)) \, d\lambda(x)}{\int_a^b d\lambda(x)} \right) \right|
\]

\[
- \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\alpha)}{k!} \int_\alpha^\beta \mathcal{G}(s) (s - \alpha)^k \, ds
\]

\[
\leq \frac{1}{(n-3)!} \left( \int_\alpha^\beta |\mathcal{R}(t)|^q \, dt \right)^{\frac{1}{q}} \| \varphi^{(n)} \|_p,
\]  

(37)

where the constant on the right-hand side of (37) is sharp for \( 1 < p \leq \infty \) and the best possible for \( p = 1 \).

Analogous identities and Ostrowski type inequalities hold for the other three functions \( \mathcal{R} \), \( \mathcal{B} \) and \( \mathcal{\tilde{B}} \).

Remark 4. We can also obtain other related results, analogous to those in [2] and [6], using the main ideas from [4] and [5]. In particular, we can produce new families of \( n \)-exponentially convex and exponentially convex functions, applying functionals, constructed as differences of the right hand side and left hand side of some of the inequalities derived earlier, on some given families with the same property.
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ASYMPTOTIC BEHAVIOR OF POWER MEANS

NEVEN ELEZOVIĆ AND LENKA MIHOKOVIĆ

(Communicated by S. Varošanec)

Abstract. We consider asymptotic behavior of classical \( n \)-variable means. General expansions of these means are known in the term of Bell polynomials. Here, simple recursive algorithms are derived. The obtained coefficients are used in analysis of some inequalities between means which include the first asymptotic term.

1. Introduction

In this paper we discuss relations between some classical means, using technique of asymptotic expansions. Let us fix the notation first. A letter \( M \) will denote any of means mentioned below. For \( n \)-tuples of positive real numbers, \( a = (a_1, a_2, \ldots, a_n) \) and \( w = (w_1, w_2, \ldots, w_n), \sum_{i=1}^{n} w_i = 1 \), let us denote weighted means:

\[
Q(a) = \sqrt{w_1 a_1^2 + w_2 a_2^2 + \ldots + w_n a_n^2}, \quad \text{(quadratic mean)}
\]

\[
A(a) = w_1 a_1 + w_2 a_2 + \ldots + w_n a_n, \quad \text{(arithmetic mean)}
\]

\[
G(a) = a_1^{w_1} a_2^{w_2} \cdots a_n^{w_n}, \quad \text{(geometric mean)}
\]

\[
H(a) = \frac{1}{\frac{w_1}{a_1} + \frac{w_2}{a_2} + \ldots + \frac{w_n}{a_n}}, \quad \text{(harmonic mean)}
\]

\[
M_r(a) = \left[ w_1 a_1^r + w_2 a_2^r + \ldots + w_n a_n^r \right]^{1/r}, \quad r \neq 0. \quad \text{(power mean)}
\]

It is well known that it holds \( Q \geq A \geq G \geq H \), and that all these means are contained in the family of power means, geometric mean corresponds to the limit case \( r \to 0 \).

The inequality between arithmetic and geometric mean holds for all positive values of its arguments. Note that the values of \( A \) and \( G \) can be quite different and the quotient \( (A - G)/G \) can be arbitrary large.

What can be said if all arguments are taken from a subinterval \( I \), far away from the origin? Then all variables are of the same order of magnitude and relative difference between means is in principle much smaller.
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For a fixed \( n \)-tuple \((a_1, a_2, \ldots, a_n)\) a shift by positive variable \( x \) will move this \( n \)-tuple into a bounded subinterval \( I^n \). Let us denote by \( xe + a \) the \( n \)-tuple with elements \((x + a_j)\), where \( e = (1, 1, \ldots, 1) \). The behaviour of \( M(xe + a) \) for large value of \( x \) will be essential in our analysis.

In the recent papers \([2, 7, 8, 10]\), a similar problem was analyzed for two-variable means. Many of results obtained there can be translated in a setting of this paper, but here we discuss questions which are marginal in the case of two-parameter means.

Since for all \( x \)

\[
A(xe + a) = x + A(a),
\]

the asymptotic expansion for this mean has only these two terms.

Since

\[
H(xe + a) = x \cdot \frac{1}{\sum_{j=1}^{n} \frac{w_j}{1 + a_j/x}} = x \cdot \frac{1}{\sum_{j=1}^{n} \left( \frac{a_j}{x} + O(1/x^2) \right)}
\]

\[
= x \cdot \frac{1}{1 - \frac{A(a)}{x} + O(1/x^2)} = x \left( 1 + \frac{A(a)}{x} + O(1/x^2) \right)
\]

\[
= x + A(a) + O(1/x)
\]

we can conclude that it holds

\[
H(xe + a) - x \to A(a) \quad \text{as} \quad x \to \infty.
\]

Since \( H \leq G \leq A \), the same conclusion holds also for geometric mean. It will be shown that a power mean has the same property. Therefore, the asymptotic expansion of the function \( x \mapsto M(xe + a) \) should be of the form

\[
M(xe + a) = x + A(a) + \sum_{k=2}^{\infty} c_k(a)x^{-k+1}
\]

for any of means from the above-mentioned list. Here \( c_n, n \in \mathbb{N}_0 \), are homogenous polynomials of order \( n \) which can be expressed as a function of

\[
m_k = w_1 a_1^k + w_2 a_2^k + \ldots + w_n a_n^k = M_k(a).
\]

Let us denote \( m_0 = 1 \).

The complete asymptotic expansion of power mean in terms of Bell polynomials was proved in \([1]\):

**Theorem.** For each \( p \in \mathbb{R} \), the power means \( M_p(xe + a) \) possess the complete asymptotic expansion

\[
M_p(xe + a) = x + \sum_{k=0}^{\infty} c_k(a)x^{-k}, \quad x \to \infty.
\]
In the case $p \neq 0$ the coefficients are given by
\[
c_k(r) = \frac{1}{(k+1)!} \sum_{j=1}^{k+1} j! \left( \frac{1}{j} \right) B_{k+1,j} \left[ \frac{i!}{i} M_i^j(a) \right].
\]

In case $p = 0$ coefficients are given by
\[
c_k(0) = \frac{(-1)^{k+1}}{(k+1)!} Y_{k+1} \left[ -(i-1)! M_i^j(a) \right].
\]

$B_{m,j}[y_i] := B_{m,j}(y_1, \ldots, y_{m-j+1})$ denotes partial Bell polynomials defined by
\[
\frac{1}{j!} \left( \sum_{k=1}^{\infty} y_k \frac{t^k}{k!} \right)^j = \sum_{m=j}^{\infty} B_{m,j}[y_i] \frac{t^m}{m!}, \quad j = 1, 2, \ldots
\]
and $Y_m[y_i] = Y_m(y_1, \ldots, y_n)$ are complete Bell polynomials defined by
\[
\exp \left( \sum_{j=1}^{\infty} y_j \frac{t^j}{j!} \right) = 1 + \sum_{m=1}^{\infty} Y_m[y_i] \frac{t^m}{m!}.
\]

In this paper we derive an efficient recursive formula for such expansion and simplified versions in the particular cases of the above-mentioned means. Our results are based on the using of the following lemmas about functional transformations of asymptotic series, see [3, 4, 8, 9].

**Lemma 1.1.** Let $a_0 = 1$ and $g(x)$ be a function with the asymptotic expansion
\[
g(x) \sim \sum_{n=0}^{\infty} a_n x^{-n}.
\]
Then for all real $p$ it holds
\[
g(x)^p \sim \sum_{n=0}^{\infty} P_n(p) x^{-n},
\]
where $P_0 = 1$ and
\[
P_n(p) = \frac{1}{n} \sum_{k=1}^{n} \left[ k(1 + p) - n \right] a_k P_{n-k}(p).
\]
Especially, for $p = -1$ we obtain formula for the reciprocal value of an asymptotic series:
\[
\frac{1}{g(x)} \sim \sum_{n=0}^{\infty} R_n x^{-n},
\]
where $R_0 = 1$ and
\[
R_n = -\sum_{k=1}^{n} a_k R_{n-k}.
\]
Lemma 1.2. Let functions $f(x)$ and $g(x)$ have the following asymptotic expansions ($a_0 \neq 0$, $b_0 \neq 0$) as $x \to \infty$:

$$f(x) \sim \sum_{n=0}^{\infty} a_n x^{-n}, \quad g(x) \sim \sum_{n=0}^{\infty} b_n x^{-n}.$$ 

Then the asymptotic expansion of their quotient $f(x)/g(x)$ reads as

$$\frac{f(x)}{g(x)} \sim \sum_{n=0}^{\infty} c_n x^{-n},$$

where coefficients $c_n$ are defined by

$$c_n = \frac{1}{b_0} \left( a_n - \sum_{k=1}^{n} b_k c_{n-k} \right).$$

Lemma 1.3. Let

$$g(x) = \sum_{n=1}^{\infty} a_n x^{-n}$$

be a given asymptotical expansion. Then the composition $\exp(g(x))$ has asymptotic expansion of the following form

$$\exp(g(x)) = \sum_{n=0}^{\infty} b_n x^{-n}$$

where $b_0 = 1$ and

$$b_n = \frac{1}{n} \sum_{k=1}^{n} k a_k b_{n-k}, \quad n \geq 1.$$ 

This paper is organized as follows. In the next section an asymptotic expansion of power mean was found. Coefficients depending on a real parameter $r$ are defined by recursive relation and some interesting properties are detected. As a consequence we obtained asymptotic expansions of some well known classical means. Section 3 begins with reminder of the results from our previous paper in which we studied inequalities related to bivariate means and continues with the discussion of the known inequalities related to $n$-variable classical means. In Section 4, we established some asymptotic inequalities covering arithmetic, geometric and harmonic means.

2. Power mean

The power mean can be written in a way

$$M_r(xe + a) = \left[ \sum_{j=1}^{n} w_j (xe + a)^r \right]^{1/r} = x \left[ \sum_{j=1}^{n} w_j \sum_{k=0}^{\infty} \binom{r}{k} a_j^k x^{-k} \right]^{1/r}$$

$$= x \left[ \sum_{k=0}^{\infty} \binom{r}{k} \frac{1}{n} \sum_{j=1}^{n} w_j a_j^k x^{-k} \right]^{1/r} = x \left[ \sum_{k=0}^{\infty} \binom{r}{k} m_k x^{-k} \right]^{1/r}.$$ 

From Lemma 1.1 we get the following result.
THEOREM 2.1. General power mean has the following asymptotic expansion
\[ M_r(xe + a) = x \cdot \sum_{k=0}^{\infty} c_k(r)x^{-k}, \]
where \( c_0 = 1 \) and
\[ c_k(r) = \frac{1}{k} \sum_{j=1}^{k} \left[ j \left( 1 + \frac{1}{r} \right) - k \right] (r^j/j^r) m_{j-k}(r), \quad k \in \mathbb{N}. \]

The first few coefficients are
\[ c_0(r) = 1, \]
\[ c_1(r) = m_1, \]
\[ c_2(r) = -\frac{1}{2}(r-1)(m_1^2 - m_2), \]
\[ c_3(r) = \frac{1}{6}(r-1)(2r-1)m_1^3 - 3(r-1)m_1m_2 + (r-2)m_3, \]
\[ c_4(r) = -\frac{1}{24}(r-1)(3r-1)(2r-1)m_1^4 - 6(r-1)(2r-1)m_1^2m_2 + 3(r-1)m_2^2 + 4(r-2)(r-1)m_1m_3 - (r-3)(r-2)m_4. \]

THEOREM 2.2. Coefficients \( c_k, k \in \mathbb{N}_0 \), are homogeneous polynomials in variables \((a_1, \ldots, a_n)\) and have the following form:
\[ c_k(r, a) = \sum_{\alpha_1, \alpha_2, \ldots, \alpha_k \geq 0} q_{\alpha_1, \ldots, \alpha_k}(r) m_1(a)^{\alpha_1} \cdots m_k(a)^{\alpha_k}, \]
where
\[ \sum_{\alpha_1, \alpha_2, \ldots, \alpha_k \geq 0} q_{\alpha_1, \ldots, \alpha_k}(r) = 0, \quad k \geq 2. \]

Proof. Using homogeneity of mean \( M_r \), we have
\[ \lambda x \sum_{k=0}^{\infty} c_k(r, a)x^{-k} = \lambda M_r(xe + a) = M_r(\lambda xe + \lambda a) \]
\[ = \lambda x \sum_{k=0}^{\infty} c_k(r, \lambda a)(\lambda x)^{-k} = \lambda x \sum_{k=0}^{\infty} \lambda^{-k} c_k(r, \lambda a)x^{-k}, \]
hence,
\[ c_k(r, \lambda a) = \lambda^k c_k(r, a). \]

The form (2.2) can be deduced easily using induction. The property (2.3) follows from the special case:
\[ x + a = M_r(xe + ae) = \sum_{k=0}^{\infty} c_k(r, ae)x^{-k} \]
\[ = \sum_{k=0}^{\infty} a^k \left( \sum_{\alpha_1, \alpha_2, \ldots, \alpha_k \geq 0} q_{\alpha_1, \ldots, \alpha_k}(r) \right) x^{-k}. \quad \square \]
COROLLARY 2.3. Harmonic mean has the following expansion

\[ H(xe + a) = x + m_1 + \sum_{k=2}^{\infty} c_k x^{-k+1}, \]

where coefficients are given by \( c_0 = 1 \) and

\[ c_k = \sum_{j=1}^{k} (-1)^{j-1} m_j c_{k-j}. \]

The first few coefficients are

\[
\begin{align*}
  c_0 &= 1, \\
  c_1 &= m_1, \\
  c_2 &= m_1^2 - m_2, \\
  c_3 &= m_1^3 - 2m_1m_2 + m_3, \\
  c_4 &= m_1^4 - 3m_1^2m_2 + m_2^2 + 2m_1m_3 - m_4, \\
  c_5 &= m_1^5 - 4m_1^3m_2 + 3m_1^2m_3 - 2m_2m_3 + 3m_1m_2^2 - 2m_1m_4 + m_5.
\end{align*}
\]

COROLLARY 2.4. Quadratic mean has the following asymptotic expansion

\[ Q(xe + a) = x \cdot \sum_{k=0}^{\infty} c_k x^{-k}, \]

where \( c_0 = 1, \) \( c_1 = m_1 \) and

\[ c_k = \left( \frac{3}{k} - 2 \right) m_1 c_{k-1} + \left( \frac{3}{k} - 1 \right) m_2 c_{k-2}, \quad k \geq 2. \]

The first few coefficients are

\[
\begin{align*}
  c_0 &= 1, \\
  c_1 &= m_1, \\
  c_2 &= \frac{1}{2} (-m_1^2 + m_2), \\
  c_3 &= \frac{1}{2} m_1 (m_1^2 - m_2), \\
  c_4 &= \frac{1}{8} (-5m_1^4 + 6m_1^2m_2 - m_2^2), \\
  c_5 &= \frac{1}{8} m_1 (7m_1^2 - 3m_2) (m_1^2 - m_2).
\end{align*}
\]

THEOREM 2.5. Geometric mean has the following asymptotic expansion

\[ G(xe + a) = x \cdot \sum_{k=0}^{\infty} c_k x^{-k}, \]

where \( c_0 = 1 \) and

\[ c_k = \frac{1}{k} \sum_{j=1}^{k} (-1)^{j-1} m_j c_{k-j}, \quad k \geq 2. \]
Proof.

\[
\log(G(x + a)) = \sum_{j=1}^{n} w_j \log(x + a_j) = \log x + \sum_{j=1}^{n} \sum_{k=1}^{\infty} (-1)^{k-1} \frac{a_j^k}{x^k}.
\]

Now the desired result follows from

\[
G(x + a) = x \exp \left( \sum_{k=1}^{\infty} (-1)^{k-1} \frac{m_k}{k} x^{-k} \right)
\]

using Lemma 1.3. □

The first few coefficients are

\[
\begin{align*}
c_0 &= 1, \\
c_1 &= m_1, \\
c_2 &= \frac{1}{2}(m_1^2 - m_2), \\
c_3 &= \frac{1}{6}(m_1^3 - 3m_1m_2 + 2m_3), \\
c_4 &= \frac{1}{24}(m_1^4 - 6m_1^2m_2 + 3m_2^2 + 8m_1m_3 - 6m_4).
\end{align*}
\]

Notice that in the limit \( r \to 0 \) coefficients (2.1) become equal to coefficients in the asymptotic expansion of geometric mean.

2.1. Ratio of power means.

Abel and Ivan [1] proved that ratio

\[
\frac{M_p(xe + a) - M_q(xe + a)}{M_r(xe + a) - M_s(xe + a)}
\]

possesses an asymptotic expansion and the first few coefficients were written. Here, we give recursive formula for all coefficients. The proof of this theorem follows immediately using Lemma 1.2.

**Theorem 2.6.** For all real \( p, q, r, s \) with \( r \neq s \), the asymptotic expansion of the ratio of power means is given by

\[
\frac{M_p(xe + a) - M_q(xe + a)}{M_r(xe + a) - M_s(xe + a)} \sim \sum_{k=0}^{\infty} c_k x^{-k},
\]

where

\[
c_k = \frac{1}{c_2(r) - c_2(s)} \left[ (c_{k+2}(p) - c_{k+2}(q)) - \sum_{j=1}^{k} (c_{j+2}(r) - c_{j+2}(s))c_{k-j} \right].
\]
2.2. Gini mean

One natural generalization of a power mean is the Gini mean, defined as:

\[
G_{p,q}(a) = \begin{cases} 
\left[ \frac{a_1^p + \cdots + a_n^p}{a_1^q + \cdots + a_n^q} \right]^{\frac{1}{p-q}}, & p \neq q, \\
\exp \left( \frac{\sum_{k=1}^n a_k^p \ln a_k}{\sum_{k=1}^n a_k^q} \right), & p = q \neq 0, \\
\sqrt{a_1 \cdots a_n}, & p = q = 0.
\end{cases}
\]

Using the same technique, one can prove the following theorem.

THEOREM 2.7. The Gini mean has the following asymptotic expansion

\[
G_{p,q}(xe + a) = x \cdot \sum_{k=0}^{\infty} c_k x^{-k},
\]

where \( c_0 = 1 \),

\[
c_k = \frac{1}{k} \sum_{j=1}^{k} \left[ j \left( 1 + \frac{1}{p-q} \right) - k \right] b_j c_{k-j}, \quad k \in \mathbb{N},
\]

and

\[
b_k = \binom{p}{k} m_k - \sum_{j=1}^{k} \binom{q}{j} m_j b_{k-j}, \quad k \geq 0.
\]

The first few coefficients are

\[
c_0 = 1,
\]
\[
c_1 = m_1,
\]
\[
c_2 = -\frac{1}{4}(p+q-1)(m_1^2 - m_2),
\]
\[
c_3 = \frac{1}{6}\left( ((p+q-1)(2q-1)+2p(p-1))m_1^3 \\
-3((p+q-1)(q-1) + p(p-1))m_1 m_2 \\
+((p+q-1)(q-2)+p(p-1))m_3 \right),
\]
\[
c_4 = \frac{1}{24}\left( -((p+q-1)(6q^2 - 5q + 6p^2 - 9p + 1) + 4p(p-1))m_1^4 \\
+6(p+q-1)(2q^2 - 3q + 2p^2 - 3p + 1)m_1^2 m_2 \\
-3(p+q-1)(p(p-2) + (q-1)^2)m_2^2 \\
-4(p+q-2)(p(p-2) + (q-1)^2)m_1 m_3 \\
+(p+q-3)(q^2 - 3q + p^2 - 3p + 2)m_4 \right).
\]
3. Inequalities between means

3.1. Bivariate means

Let us discuss briefly inequalities between bivariate means which follow from their asymptotic expansions. Let us denote

\[ \alpha = \frac{t+s}{2}, \quad \beta = \frac{t-s}{2}. \]

It is proved in [7] that

\[
Q(x+s,x+t) = x + \alpha + \frac{\beta^2}{2x} + \frac{\alpha \beta^2}{2x^2} + \frac{\beta^2(4\alpha^2 - \beta^2)}{8x^3} + o(x^{-3}),
\]

\[
A(x+s,x+t) = x + \alpha,
\]

\[
I(x+s,x+t) = x + \alpha - \frac{\beta^2}{6x} + \frac{\alpha \beta^2}{6x^2} - \frac{\beta^2(60\alpha^2 + 13\beta^2)}{360x^3} + o(x^{-3}),
\]

\[
L(x+s,x+t) = x + \alpha - \frac{\beta^2}{3x} + \frac{\alpha \beta^2}{3x^2} - \frac{\beta^2(15\alpha^2 + 4\beta^2)}{45x^3} + o(x^{-3}),
\]

\[
G(x+s,x+t) = x + \alpha - \frac{\beta^2}{2x} + \frac{\alpha \beta^2}{2x^2} - \frac{\beta^2(4\alpha^2 + \beta^2)}{8x^3} + o(x^{-3}),
\]

\[
H(x+s,x+t) = x + \alpha - \frac{\beta^2}{x} + \frac{\alpha \beta^2}{x^2} - \frac{\beta^2\alpha^3}{8x^3} + o(x^{-3}).
\]

As a consequence, the following inequalities are proved.

**Theorem 3.1. ([7])** Let \(0 < s < t\). Then for all \(x > 0\) we have

\[
Q(x+s,x+t) < x + \alpha + \frac{\beta^2}{2x}, \quad (3.1)
\]

\[
I(x+s,x+t) > x + \alpha - \frac{\beta^2}{6x}, \quad (3.2)
\]

\[
L(x+s,x+t) > x + \alpha - \frac{\beta^2}{3x}, \quad (3.3)
\]

\[
G(x+s,x+t) > x + \alpha - \frac{\beta^2}{2x}, \quad (3.4)
\]

\[
H(x+s,x+t) > x + \alpha - \frac{\beta^2}{x}. \quad (3.5)
\]

In the case \(s < t, s + t < 0\) the inequalities (3.2)–(3.5) hold with opposite sign, for each \(x > -s\).

Here, \(I\) is identric and \(L\) logarithmic mean. We shall interpret these inequalities in different settings, which is closer to the problem of comparison of power means.
3.2. \( n \)-variable means

Let \( a_1 \leq a_2 \leq \ldots \leq a_n \) be fixed positive \( n \)-tuple. In the sequel we shall consider the equal-weight case, \( w_1 = \ldots = w_n = \frac{1}{n} \). Then, all means are symmetric and as a consequence, all polynomials \( c_r \) are symmetric polynomials.

We are dealing with asymptotic behaviour of means, so it is natural to suppose that \( a_1 \) is sufficient large. Let us denote \( b_i = a_i - x \), for each \( 1 \leq i \leq n \). Then

\[
M(a) = M(xe + b)
\]

and we can use asymptotic expansion for the function on the right. All means considered in this paper have asymptotic expansion of the form

\[
M(a) = x + A(b) + \gamma_2 \frac{m_1^2 - m_2^2}{x} + \ldots
\]

where \( \gamma_2 \) is a constant and both of the following terms behave well under translation:

\[
x + A(b) = A(a),
\]

\[
m_2 - m_1^2 = \frac{1}{n^2} \sum_{1 \leq i < j \leq n} (b_i - b_j)^2 = \frac{1}{n^2} \sum_{1 \leq i < j \leq n} (a_i - a_j)^2.
\]

It is natural to pose the following problem: find the best constants \( \gamma \) and \( \delta \) such that for given two means \( F_1 \) and \( F_2 \), \( F_1 \leq F_2 \), we have

\[
\frac{m_2 - m_1^2}{\gamma} < F_2(a) - F_1(a) < \frac{m_2 - m_1^2}{\delta}.
\]

Some partial answers to this problem are already known.

For \( 0 \leq a_1 \leq \ldots \leq a_n \) the following inequalities for \( n \)-variable means \( A \), \( G \) and \( H \), with equal weights are given in [11, p. 39]:

\[
\frac{1}{2n^2} \frac{1}{a_n} \sum_{1 \leq i < j \leq n} (a_i - a_j)^2 \leq A(a) - G(a) \leq \frac{1}{2n^2} \frac{1}{a_1} \sum_{1 \leq i < j \leq n} (a_i - a_j)^2
\]

(3.6)

and

\[
\frac{1}{2n^2} \frac{a_1^3}{a_n^2} \sum_{1 \leq i < j \leq n} (a_i - a_j)^2 \leq G(a) - H(a) \leq \frac{1}{2n^2} \frac{a_1^3}{a_n^2} \sum_{1 \leq i < j \leq n} (a_i - a_j)^2.
\]

Later on, Zhan, Xi and Chu [13] found improvements of these inequalities. If \( n \geq 2 \) and \( 0 < b \leq a_1 \leq \ldots \leq a_n \leq B \), then

\[
\frac{\sum_{1 \leq i < j \leq n} (a_i - a_j)^2}{2n^2 B^{(n-1)/n} A^{1/n}(a)} \leq A(a) - M_0(a) \leq \frac{\sum_{1 \leq i < j \leq n} (a_i - a_j)^2}{2n^2 B^{(n-1)/n} A^{1/n}(a)}
\]

and

\[
\frac{b^{(n-1)/n}}{2n^2 B^{(n-1)/n}} \sum_{1 \leq i < j \leq n} (a_i - a_j)^2 \leq M_0(a) - M_{-1}(a) \leq \frac{b^{(n-3)/n}}{2n^2 b^{(n-3)/n}} \sum_{1 \leq i < j \leq n} (a_i - a_j)^2.
\]

(3.7)
We shall show that these inequalities are not optimal. Let us begin with the A-G case for \( n = 2 \). We have
\[
\frac{a_1 + a_2}{2} - \sqrt{a_1 a_2} = \frac{(a_2 - a_1)^2}{8\xi},
\]
where
\[
\xi = \left( \frac{\sqrt{a_1} + \sqrt{a_2}}{2} \right)^2.
\]
Therefore, one has
\[
\frac{(a_2 - a_1)^2}{8\gamma} < A(a) - G(a) < \frac{(a_2 - a_1)^2}{8\delta}
\]
everywhere \( \delta < \xi < \gamma \). This is consistent with (3.6) since \( \xi \) given above is a mean and \( a_1 \leq \xi \leq a_n \).

Similar inequality is true also in the A-H inequality, where the critical value is \( \xi = (a_1 + a_2)/2 \).

In the case of G-H inequality, the critical value is
\[
\xi = \left( \frac{\sqrt{a_1} + \sqrt{a_2}}{2} \right)^2 \left( \frac{a_1 + a_2}{2} \right) \frac{1}{\sqrt{a_1 a_2}}.
\]
Therefore, at least for \( n = 2 \) better simple bounds can be found, for example:
\[
\delta = \frac{a_1 + a_2}{2} < \xi < \frac{a_1 + a_2}{2} \sqrt{\frac{a_2}{a_1}} = \gamma
\]
which is better than bounds
\[
\delta = \sqrt{a_1 a_2}, \quad \gamma = a_2 \sqrt{\frac{a_2}{a_1}}
\]
which follow from (3.7).

4. Asymptotic inequalities

**Definition 4.1.** Let \( F(s,t) \) be any homogenous bivariate function such that
\[
F(x+s,x+t) = c_k(t,s)x^{-k+1} + o(x^{-k}).
\]
If \( c_k(s,t) > 0 \) for all \( s \) and \( t \), we say that \( F \) is asymptotically greater than zero, and write
\[
F \succ 0.
\]
Asymptotic inequalities between means impose necessary conditions for the proper inequalities, see [4–7]. The sign of the first neglected coefficient is essential in such analysis. Let us describe the idea in the case of means $G$ and $H$. It holds

$$G(xe + b) - H(xe + b) - \frac{m_2 - m_1^2}{2x} = -\frac{1}{6x^2}(4m_3 - 9m_1m_2 + 5m_1^3) + o(x^{-2}).$$

In the general case, the sign of

$$\Delta(b) = 4m_3 - 9m_1m_2 + 5m_1^3$$

depends on the number of variables $n$.

**Theorem 4.2.** Let $n \in \{1, 2, 3, 4, 5\}$. In the case $0 \leq b_1 \leq b_2 \leq \ldots \leq b_n$ we have

$$G(xe + b) - H(xe + b) - \frac{m_2 - m_1^2}{2x} < 0. \quad (4.1)$$

In the case $b_1 \leq b_2 \leq \ldots \leq b_n \leq 0$ the opposite inequality holds in (4.1).

**Proof.** Let $0 \leq b_1 \leq \ldots \leq b_n$. According to Corollary 2.1. (1) from [12], inequality

$$\Delta(b) \geq 0$$

of degree $d = 3$ holds for all $b \in \mathbb{R}^n_+$ if and only if it holds for every $b \in \mathbb{R}^n_k$ such that the number of non-zero distinct components of $b$ is less or equal to $\max(\lfloor \frac{3}{2} \rfloor, 1) = 1$. Let us take

$$b = (1, \ldots, 1, 0, \ldots, 0) \quad (4.2)$$

which consists of $k$ units and $n - k$ zeros. Since $0 \leq \frac{k}{n} \leq \frac{4}{5}$ or $\frac{k}{n} = 1$, it follows

$$\Delta(b) = 5\frac{k^3}{n^3} - 9\frac{k^2}{n^2} + 4\frac{k}{n} = 5\frac{k}{n}\left(\frac{k}{n} - \frac{4}{5}\right)\left(\frac{k}{n} - 1\right) \geq 0. \quad \square$$

The positivity of $\Delta$ is not true for $n \geq 6$. Take $k < n$ such that $\frac{4}{5} < \frac{k}{n}$. This is possible for each $n \geq 6$. Then, for $b$ as in (4.2) we have $\Delta(b) < 0$. Hence, the inequality

$$G(xe + b) - H(xe + b) - \frac{m_2 - m_1^2}{2x} < 0$$

cannot be true under conditions $0 \leq b_1 \leq \ldots \leq b_N$, for $n \geq 6$.

Similar conclusions also hold for other means.

**Theorem 4.3.** In the case $0 \leq b_1 \leq b_2 \leq \ldots \leq b_n$ we have

$$A(xe + b) - G(xe + b) - \frac{m_2 - m_1^2}{2x} > 0,$$

$$A(xe + b) - H(xe + b) - \frac{m_2 - m_1^2}{x} > 0,$$
\begin{align*}
Q(xe + b) - H(xe + b) &- \frac{3(m_2 - m_1^2)}{2x} < 0, \\
Q(xe + b) - G(xe + b) &- \frac{m_2 - m_1^2}{x} > 0, \\
Q(xe + b) - A(xe + b) &- \frac{m_2 - m_1^2}{x} < 0.
\end{align*}

In the case \( b_1 \leq b_2 \leq \ldots \leq b_n \leq 0 \) the opposite inequalities hold.

**Proof.** The proof follows as in the previous theorem since it holds:

\[
\begin{align*}
A(xe + b) - G(xe + b) &- \frac{m_2 - m_1^2}{2x} = \frac{m_1^3 - 3m_1m_2 + 2m_3}{6x^2} + O(x^{-3}), \\
Q(xe + b) - H(xe + b) &- \frac{3(m_2 - m_1^2)}{2x} = -\frac{m_1^3 - 3m_1m_2 + 2m_3}{2x^2} + O(x^{-3}), \\
Q(xe + b) - G(xe + b) &- \frac{m_2 - m_1^2}{x} = -\frac{m_1^3 - m_3}{3x^2} + O(x^{-3}), \\
Q(xe + b) - A(xe + b) &- \frac{m_2 - m_1^2}{x} = -\frac{m_1(m_2 - m_1^2)}{2x^2} + O(x^{-3}).
\end{align*}
\]

\[\square\]
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ON SOME PROPERTIES OF STRICTLY CONVEX FUNCTIONS

WITOLD JARCZYK AND KAZIMIERZ NIKODEM

(Communicated by S. Varošanec)

Abstract. We prove that some careless modification of the definition of strong convexity leads to a condition which is equivalent to that one of strict convexity.

Given a convex subset $D$ of a real linear space a function $f : D \to \mathbb{R}$ is called convex if

$$\bigwedge_{x,y \in D} \bigwedge_{t \in (0,1)} f(tx + (1-t)y) \leq tf(x) + (1-t)f(y)$$

and strictly convex if the above inequality is strict whenever $x \neq y$:

$$\bigwedge_{x,y \in D, x \neq y} \bigwedge_{t \in (0,1)} f(tx + (1-t)y) < tf(x) + (1-t)f(y).$$

Replacing the signs "$\leq$" and "$<$" by "$\geq$" and "$>$" above we come to the notions of concavity and strict concavity, respectively. Clearly every strictly convex function is convex but the converse fails to be true: the function $\mathbb{R} \ni x \mapsto -x$ serves as an example.

If the considered space is endowed with a norm $\| \cdot \|$ we can introduce one notion related to the convexity more. Namely, a function $f : D \to \mathbb{R}$ is said to be strongly convex with modulus $c \in (0, +\infty)$ if

$$\bigwedge_{x,y \in D} \bigwedge_{t \in (0,1)} f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - ct(1-t)\|x-y\|^2.$$ 

We say that $f$ is strongly convex if it is strongly convex with some positive modulus. Similarly we introduce the notion of strong concavity.

It seems that the notion of strong convexity was introduced by Polyak [6] in 1966. Strongly convex functions play an important role in optimization theory and mathematical economics. Many properties and applications of them can be found in the literature. Let us mention here the papers by Vial [8], Montrucchio [2], Jovanović [1], Polovinkin [5]. Also the classical book [7] due to Roberts and Varberg contains some information on that notion. Finally let us mention the paper [4] by the second present author; that is a survey article entirely devoted to strongly convex functions.


Keywords and phrases: Strict convexity, strong convexity.
Evidently every strongly convex function is strictly convex. However, the converse is generally not the case: the exponential function $\mathbb{R} \ni x \mapsto \exp x$ is strictly convex but it is not strongly convex with any modulus $c \in (0, +\infty)$; as any two norms in $\mathbb{R}$ (endowed with the usual linear operations) are equivalent, the latter does not depend on the norm considered there.

The main aim of this note is to answer the following question: what can be said if we make a typical ”student” mistake and formally change the order of quantifiers in the definition of strong convexity: namely, instead of the condition

$$\bigvee_{c \in (0, +\infty)} \bigwedge_{x, y \in D} \bigwedge_{t \in (0, 1)} f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - ct(1-t)\|x-y\|^2$$

we consider a weaker one

$$\bigwedge_{x, y \in D} \bigvee_{c \in (0, +\infty)} \bigwedge_{t \in (0, 1)} f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - ct(1-t)\|x-y\|^2. \quad (1)$$

We prove that, rather unexpectedly, the following result holds.

**Theorem.** Let $D$ be a convex subset of a real normed space and let $f : D \to \mathbb{R}$. Then condition (1) holds if and only if $f$ is strictly convex.

**Proof.** Assume that the function $f$ is strictly convex. To prove (1) fix points $x, y \in D$. Without loss of generality we may assume that $x \neq y$. It is well known that the function $F_{x,y} : [0, 1] \to \mathbb{R}$, given by

$$F_{x,y}(t) = f(tx + (1-t)y),$$

is strictly convex (see for instance [3, Prop. 3.4.2]; the reader can also verify this fact via routine calculation). Define the function $G_{x,y} : [0, 1] \to \mathbb{R}$ by

$$G_{x,y}(t) = tf(x) + (1-t)f(y) - f(tx + (1-t)y).$$

Then

$$G_{x,y}(t) = tf(x) + (1-t)f(y) - F_{x,y}(t), \quad t \in [0, 1],$$

so $G_{x,y}$ is strictly concave as the difference of an affine function and a strictly convex one. In what follows to simplify the notation write $G$ instead of $G_{x,y}$. Observe that $G$ is continuous, $G(0) = G(1) = 0$ and, by the strict convexity of $f$, we have $G(t) > 0$ for every $t \in (0, 1)$.

For any $c \in (0, +\infty)$ define a function $R_c : (0, 1) \to \mathbb{R}$ by

$$R_c(t) = ct(1-t)\|x-y\|^2.$$

To get (1) it is enough to prove the existence of a $c \in (0, +\infty)$ satisfying

$$R_c(t) \leq G(t), \quad t \in (0, 1).$$
Suppose on the contrary that this is not the case. Then there exists a sequence \((t_n)_{n \in \mathbb{N}}\) of numbers from \((0, 1)\) such that

\[
R_{1/n}(t_n) > G(t_n), \quad n \in \mathbb{N}.
\]

Choose a subsequence \((t_{k_n})_{n \in \mathbb{N}}\) of \((t_n)_{n \in \mathbb{N}}\) converging to a \(t_0 \in [0, 1]\). Then, since \(t(1-t) \leq 1/4\) for all \(t \in \mathbb{R}\), we have

\[
G(t_{k_n}) < R_{1/k_n}(t_{k_n}) = \frac{1}{k_n}t_{k_n}(1 - t_{k_n}) \|x - y\|^2 \leq \frac{\|x - y\|^2}{4k_n}
\]

for each \(n \in \mathbb{N}\). Therefore, by the continuity of \(G\), we get \(G(t_0) \leq 0\), and thus \(G(t_0) = 0\), whence either \(t_0 = 0\), or \(t_0 = 1\). Assume, for instance, that \(t_0 = 0\). Since \(G(0) = 0 < G(t)\) for \(t \in (0, 1)\) and \(G\) is concave, it follows that \(G\) has a positive derivative at 0. On the other hand

\[
\frac{G(t_{k_n})}{t_{k_n}} < \frac{R_{1/k_n}(t_{k_n})}{t_{k_n}} = \frac{\|x - y\|^2}{k_n}(1 - t_{k_n}) < \frac{\|x - y\|^2}{k_n}, \quad n \in \mathbb{N},
\]

whence

\[
G'(0) = \lim_{n \to \infty} \frac{G(t_{k_n})}{t_{k_n}} \leq 0,
\]

a contradiction. Consequently, condition (1) holds.

The converse implication is obvious. \(\square\)

It turns out that if we additionally assume the continuity of a strictly convex function \(f : D \to \mathbb{R}\), then also \(c : D \times D \to (0, +\infty)\) provided by condition (1) can be chosen regular in a sense.

**Corollary.** Let \(D\) be a convex subset of a real normed space and let \(f : D \to \mathbb{R}\). If the function \(f\) is continuous and strictly convex, then there exists an upper semicontinuous function \(c_0 : D \times D \setminus \Delta \to (0, +\infty)\), where \(\Delta = \{(x, y) \in D \times D : x = y\}\), such that

\[
f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - c_0(x, y)t(1-t)\|x - y\|^2
\]

for all \(x, y \in D\) with \(x \neq y\) and \(t \in (0, 1)\).

**Proof.** Since \(f\) is continuous it follows that for every \(t \in (0, 1)\) the function

\[
D \times D \ni (x, y) \mapsto G_{x,y}(t) = tf(x) + (1-t)f(y) - f(tx + (1-t)y)
\]

is continuous. Now putting

\[
c_0(x, y) := \inf \left\{ \frac{G_{x,y}(t)}{t(1-t)\|x - y\|^2} : t \in (0, 1) \right\}
\]

for each \(x, y \in D, x \neq y\), we see that the function \(c_0 : D \times D \setminus \Delta \to \mathbb{R}\) is upper semicontinuous.
On account of the Theorem, for all \( x, y \in D \) with \( x \neq y \), there exists a \( c(x,y) \in (0, +\infty) \) such that
\[
f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - c(x,y)t(1-t)\|x-y\|^2, \quad t \in (0,1),
\]
that is
\[
0 < c(x,y) \leq \frac{G_{x,y}(t)}{t(1-t)\|x-y\|^2}, \quad t \in (0,1).
\]
Thus
\[
0 < c(x,y) \leq c_0(x,y) \leq \frac{G_{x,y}(t)}{t(1-t)\|x-y\|^2}, \quad t \in (0,1),
\]
whenever \( x, y \in D \) and \( x \neq y \), which proves that the function \( c_0 \) takes only positive values and satisfies the inequality stated in the assertion. \( \Box \)
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CHEBYSHEV–GRÜSS TYPE INEQUALITIES ON TIME SCALES VIA TWO LINEAR ISOTONIC FUNCTIONALS

LUDMILA NIKOLOVA AND SANJA VAROŠANEK

(Communicated by K. Nikodem)

Abstract. We give a generalization of the Chebyshev-Grüss inequality by using the concept of derivative on time scales combined with application of the Chebyshev inequality involving two linear isotonic functionals. This approach covers integral case, discrete case, results from fractional and quantum calculus.

1. Introduction and preliminaries

The well-known classical Chebyshev inequality for Riemann integrals states that if $p, f$ and $g$ are integrable real functions on $[a, b] \subset \mathbb{R}$, $p \geq 0$, and if $f$ and $g$ are similarly ordered, then

$$\int_{a}^{b} p(x)dx \int_{a}^{b} p(x)f(x)g(x)dx \geq \int_{a}^{b} p(x)f(x)dx \int_{a}^{b} p(x)g(x)dx. \quad (1)$$

If $f$ and $g$ are oppositely ordered then the reverse of the inequality in (1) is valid, [12, p. 239].

There is another inequality which is also joined with the name of Chebyshev. In literature it is known as the Chebyshev-Grüss inequality. It is an inequality which gives an upper bound for the absolute value of the Chebyshev difference involving the supremum of the first derivative of functions $f$ and $g$. Precisely, the Chebyshev-Grüss inequality is the following result, [12, p. 297].

**Theorem 1.** Let $f, g : [a, b] \to \mathbb{R}$ be absolutely continuous functions. If $f', g' \in L_\infty[a, b]$, then

$$\left| \frac{1}{b-a} \int_{a}^{b} f(x)g(x)dx - \left( \frac{1}{b-a} \int_{a}^{b} f(x)dx \right) \left( \frac{1}{b-a} \int_{a}^{b} g(x)dx \right) \right| \leq \frac{1}{12} (b-a)^2 \|f'\|_\infty \cdot \|g'\|_\infty. \quad (2)$$

*Mathematics subject classification (2010):* 26E70, 26D15, 26A33.

*Keywords and phrases:* The Chebyshev-Grüss inequality, fractional integral operator, isotonic linear functional, time scale.
The difference on the right hand side, under the sign of absolute value, is called the Chebyshev difference or the Chebyshev functional. Usually it is given in weighted version as follows

\[ T(f,g,p) = \int_a^b p(x)dx \int_a^b p(x)f(x)g(x)dx - \int_a^b p(x)f(x)dx \int_a^b p(x)g(x)dx. \]

There exist a lot of estimations for \( T \), but the most known is the Grüss inequality which states that

\[ |T(f,g,p)| \leq \sqrt{T(f,f,p)T(g,g,p)} \]

and if numbers \( m,M,n,N \) are such that \( m \leq f(x) \leq M, n \leq g(x) \leq N \) for all \( x \in [a,b] \), then

\[ |T(f,g,p)| \leq \frac{1}{4}(M-m)(N-n)\left(\int_a^b p(x)dx\right)^2. \]

Until now, Grüss type inequalities are investigated in different settings. There exist results involving sequences, functions, functionals, matrices, operators etc. In the paper [13] authors open new direction of investigation using two linear functionals instead of only one.

The lower bound for the Chebyshev difference is given in the following theorem, [14].

**Theorem 2.** Let \( f \) and \( g \) be two differentiable functions on \([a,b]\), monotonic in the same direction and \( p \geq 0 \). If \( |f'(x)| \geq m \geq 0 \) and \( |g'(x)| \geq r \geq 0 \) on \([a,b]\), then

\[ T(f,g,p) \geq mrT(x-a,x-a,p). \] (3)

Since discrete versions of inequalities (1), (2) and (3) are also known, see for example [12, p. 240], [14], it is a natural question to ask: Does a general approach which covers integral and discrete versions of the above-mentioned inequalities exist? The answer is affirmative and it is given by a method of calculus on time scales. In this approach the Chebyshev inequality involving two isotonic linear functionals plays a main role. Let us mention some definitions and theorems related to that topic.

Let \( E \) be a non-empty set and \( L \) be a class of real-valued functions on \( E \) satisfying that a linear combination of functions from \( L \) is also in \( L \) and the function 1 belongs to \( L \), (1\((t) = 1 \) for \( t \in E \)). A functional \( A : L \rightarrow \mathbb{R} \) is called an isotonic linear functional if it is linear and has a property: if \( f \in L \) is non-negative, then \( A(f) \geq 0 \).

The main subject in the Chebyshev inequality is a pair of similarly or oppositely ordered functions. We say that functions \( f \) and \( g \) on \( E \) are similarly ordered (or synchronous) if for each \( x,y \in E \)

\[ (f(x) - f(y))(g(x) - g(y)) \geq 0. \]

If the reversed inequality holds, then we say that \( f \) and \( g \) are oppositely ordered or asynchronous.

Let us mention very recently proved result, [13].
THEOREM 3. (The Chebyshev inequality for two isotonic linear functionals) Let \( A \) and \( B \) be two isotonic linear functionals on \( L \) and let \( f, g \) be two functions on \( E \) such that \( f, g, fg \in L \). If \( f \) and \( g \) are similarly ordered functions, then
\[
A(fg)B(1) + A(1)B(fg) \geq A(f)B(g) + A(g)B(f). \tag{4}
\]
If \( f \) and \( g \) are oppositely ordered functions, then the reverse inequality in (4) holds.

Putting \( A = B \) in (4) and divided by 2 we get the Chebyshev inequality for one isotonic positive functional. As we see, in the Chebyshev-Grüss inequality the first derivative of functions \( f \) and \( g \) has appeared. In this paper we use a \( \Delta \)-derivative of function defined on a time scale set \( T \). Let us mention here some definitions and properties from the time scale theory which we use in our research. For more details see \([1, 5, 6, 11, 18]\).

A time scale \( T \) is an arbitrary non-empty closed subset of the set \( \mathbb{R} \). A segment \([a, b]\) in \( T \) is defined as \([a, b] = \{t \in T : a \leq t \leq b\}\). Other kinds of intervals are defined similarly. On \( T \) we define two jump operators \( \rho \) and \( \sigma \):
\[
\rho(t) = \sup\{s \in T : s < t\}, \quad \sigma(t) = \inf\{s \in T : s > t\}.
\]
A point \( t \in T \) is called left-dense if \( t > \inf T \) and \( \rho(t) = t \), left scattered if \( \rho(t) < t \), right scattered if \( \sigma(t) > t \) and right dense if \( t < \sup T \) and \( \sigma(t) = t \). If \( T \) has a left-scattered maximum \( M \), then \( T^k = T \setminus \{M\} \), otherwise \( T^k = T \). If \( T \) has a right-scattered minimum \( m \), then \( T_k = T \setminus \{m\} \), otherwise \( T_k = T \).

We say that \( f : T \to \mathbb{R} \) has the delta derivative \( f^\Delta(t) \in \mathbb{R} \) at \( t \in T^k \) (provided it exists) if for each \( \varepsilon > 0 \) there exists a neighborhood \( U \) of \( t \) in \( T \) such that
\[
|f(\sigma(t)) - f(s) - f^\Delta(t)(\sigma(t) - s)| \leq \varepsilon|\sigma(t) - s| \quad \text{for all } s \in U.
\]
On a similar way we define the nabla derivative (\( \nabla \)-derivative) \( f^\nabla(t) \), \([18]\). For \( f : T \to \mathbb{R} \) and \( t \in T_k \) the nabla derivative at \( t \) is the number (provided it exists) such that for each \( \varepsilon > 0 \) there exists a neighborhood \( U \) of \( t \) in \( T \) such that
\[
|f(\rho(t)) - f(s) - f^\nabla(t)(\rho(t) - s)| \leq \varepsilon|\rho(t) - s| \quad \text{for all } s \in U.
\]
A function \( f : T \to \mathbb{R} \) is called \( \Delta \)-predifferentiable with region of differentiation \( D \) provided that the following conditions hold: \( f \) is continuous on \( T \); \( D \subset T^k \), \( T^k - D \) is countable and contains no right-scattered elements of \( T \) and \( f \) is \( \Delta \)-differentiable at each \( t \in D \), \([6, 11, 18]\)). Similarly, a \( \nabla \)-predifferentiable function is defined in \([18]\). As a consequence of the mean-value theorem we have the following statement, \([6, 11]\):

Let \( f : T \to \mathbb{R} \) be a \( \Delta \)-predifferentiable function with region of differentiation \( D \).
If \( f^\Delta(t) \geq 0 \) for all \( t \in D \), then \( f \) is increasing on \( T \).

Similar statement holds for \( \nabla \)-predifferentiable \( f \), \([18]\).

The paper is organized in the following way. After this chapter with described motivation, definitions and useful properties, we follow with Chebyshev-Grüss type inequality involving two linear isotonic functionals in general settings - in time scales theory. The third section is devoted to results involving lower bounds for the Chebyshev difference and in the last chapter we give several examples.
2. Upper bound for the Chebyshev difference

As we say at the beginning of the paper we estimate a difference between two sides in the Chebyshev inequality for two functionals (4). For that difference we use the abbreviation $T(f, g)$, i.e.

$$T(f, g) = A(1)B(fg) + B(1)A(fg) - A(f)B(g) - A(g)B(f).$$

By linearity of functionals $A$ and $B$ we have that $T$ is linear in each argument.

In this section, set $E$ is a time scale $\mathbb{T}$ and $L$ is a set of real functions defined on $\mathbb{T}$. This section is devoted to generalization of the classical Chebyshev-Grüss inequality (2). The main theorem is the following.

**Theorem 4.** Let $A$ and $B$ be two isotonic linear functionals on $L$. Let $f, g, h_1, h_2 : \mathbb{T} \rightarrow \mathbb{R}$ be $\Delta$-predifferentiable functions with region of differentiation $D$, such that $T(f, g), T(h_1, g), T(f, h_2)$ and $T(h_1, h_2)$ exist and $h_1^\Delta, h_2^\Delta$ don’t change the sign, $h_1^\Delta(t), h_2^\Delta(t) \neq 0$ for $t \in D$. Then

$$|T(f, g)| \leq \left\| \frac{f^\Delta}{h_1^\Delta} \right\|_{\infty} \left\| \frac{g^\Delta}{h_2^\Delta} \right\|_{\infty} |T(h_1, h_2)|,$$

where $\left\| \frac{f^\Delta}{h_1^\Delta} \right\|_{\infty} = \sup_{t \in D} \left| \frac{f^\Delta(t)}{h_1^\Delta(t)} \right|$.

**Proof.** Let us suppose that $h_1^\Delta > 0, h_2^\Delta > 0$. Denote by

$$F = \left\| \frac{f^\Delta}{h_1^\Delta} \right\|_{\infty}, \quad G = \left\| \frac{g^\Delta}{h_2^\Delta} \right\|_{\infty}.$$

Without loss of generality we may assume that $F, G < \infty$. Then functions $Fh_1 + f, Gh_2 + g$ are increasing. Namely, from assumptions we get $\left| \frac{f^\Delta}{h_1^\Delta} \right| \leq F$, i.e. $-Fh_1^\Delta \leq f^\Delta \leq Fh_1^\Delta$, so $(Fh_1 + f)^\Delta \geq 0$ on $D$ and $Fh_1 + f$ is increasing on $\mathbb{T}$. Similarly, we get $(Gh_2 + g)^\Delta \geq 0$. Using the same arguments we obtain that functions $Fh_1 - f$ and $Gh_2 - g$ are increasing.

So we can use the Chebyshev inequality for two functionals, i.e. we have

$$T(Fh_1 + f, Gh_2 + g) \geq 0 \quad \text{and} \quad T(Fh_1 - f, Gh_2 - g) \geq 0.$$

By properties of $T$ we get

$$T(f, g) + FG \cdot T(h_1, h_2) + F \cdot T(h_1, g) + G \cdot T(f, h_2) \geq 0 \quad \text{and} \quad T(f, g) + FG \cdot T(h_1, h_2) - F \cdot T(h_1, g) - G \cdot T(f, h_2) \geq 0.$$

Adding these two inequalities we obtain

$$T(f, g) \geq -FG \cdot T(h_1, h_2).$$

Since $G = \left\| \frac{(-g)^\Delta}{h_2^\Delta} \right\|_{\infty}$ we can write $T(f, -g) \geq -FG \cdot T(h_1, h_2)$ and we get

$$T(f, g) \leq FG \cdot T(h_1, h_2).$$
Since \( h_1 \) and \( h_2 \) are similarly ordered, we have \( T(h_1, h_2) \geq 0 \), that means
\[
|T(f, g)| \leq FG \cdot T(h_1, h_2) = FG \cdot |T(h_1, h_2)|,
\]
which is in fact, inequality (5).

Suppose that \( h_1^\Delta > 0, h_2^\Delta < 0 \). We apply the above-proved result replacing the function \( h_2 \) by \(-h_2\). Since
\[
\left| \frac{g^\Delta(t)}{(-h_2)^\Delta(t)} \right| = \left| \frac{g^\Delta(t)}{h_2^\Delta(t)} \right|
\]
we get (5) also in this case. The other two possibilities for \( h_1 \) and \( h_2 \) can be regarded in the same way. □

In the previous theorem we can substitute \( \Delta \) with \( \nabla \). Then the previous theorem becomes as the following:

**Theorem 5.** Let \( A \) and \( B \) be two isotonic linear functionals. Let \( f, g, h_1, h_2 : \mathbb{T} \to \mathbb{R} \) be \( \nabla \)-predifferentiable functions with region of differentiation \( D \), such that \( T(f, g), T(h_1, g), T(f, h_2) \) and \( T(h_1, h_2) \) exist and \( h_1^\nabla, h_2^\nabla \) don’t change the sign, \( h_1^\nabla(t), h_2^\nabla(t) \neq 0 \) for \( t \in D \). Then
\[
|T(f, g)| \leq \left\| \frac{f^\nabla}{h_1^\nabla} \right\|_\infty \left\| \frac{g^\nabla}{h_2^\nabla} \right\|_\infty |T(h_1, h_2)|.
\]

\( (6) \)

### 3. Additional results for bounds of \( T(f, g) \)

The following theorem is a generalization of (3). In fact this result gives us additional information about bounds for \( T(f, g) \) together with the Chebyshev-Grüss inequality.

**Theorem 6.** Let \( A \) and \( B \) be two isotonic linear functionals. Let \( f, g, h_1, h_2 : \mathbb{T} \to \mathbb{R} \) be \( \Delta \)-predifferentiable functions with region of differentiation \( D \), such that \( T(f, g), T(f, h_2), T(h_1, g) \) and \( T(h_1, h_2) \) exist.

(i) If \( h_1^\Delta, h_2^\Delta \geq 0 \) and if
\[
\left( f^\Delta \geq m h_1^\Delta \text{ and } g^\Delta \geq r h_2^\Delta \right) \text{ or } \left( f^\Delta \leq m h_1^\Delta \text{ and } g^\Delta \leq r h_2^\Delta \right)
\]
for some non-negative \( m, r \), then
\[
T(f, g) \geq mr \cdot T(h_1, h_2) \geq 0.
\]

(ii) If \( h_1^\Delta \leq 0, h_2^\Delta \geq 0 \) and if
\[
\left( f^\Delta \geq m h_1^\Delta \text{ and } g^\Delta \leq r h_2^\Delta \right) \text{ or } \left( f^\Delta \leq m h_1^\Delta \text{ and } g^\Delta \geq r h_2^\Delta \right)
\]
for some \( m, r \geq 0 \), then
\[
T(f, g) \leq mr \cdot T(h_1, h_2) \leq 0.
\]
(iii) If \( h_1^\Delta, h_2^\Delta \geq 0 \) and if
\[
\left( f^\Delta \geq \langle \langle \right) mh_1^\Delta \text{ and } g^\Delta \leq \langle \langle \right) - rh_2^\Delta \right) \text{ or } \left( f^\Delta \leq \langle \right) - mh_1^\Delta \text{ and } g^\Delta \geq \langle \langle \right) rh_2^\Delta ,
\]
m, r \geq 0, then
\[
T(f, g) \leq -mr \cdot T(h_1, h_2) \leq 0.
\]
(iv) If \( h_1^\Delta \geq 0 \), \( h_2^\Delta \leq 0 \) and if
\[
\left( f^\Delta \geq \langle \langle \right) mh_1^\Delta \text{ and } g^\Delta \geq \langle \langle \right) - rh_2^\Delta \right) \text{ or } \left( f^\Delta \leq \langle \right) - mh_1^\Delta \text{ and } g^\Delta \leq \langle \langle \right) rh_2^\Delta ,
\]
m, r \geq 0, then
\[
T(f, g) \geq -mr \cdot T(h_1, h_2) \geq 0.
\]

**Proof.** Let us prove one case (among possible 16 cases) in details. Let \( h_1^\Delta, h_2^\Delta \geq 0 \) and \( f^\Delta \geq mh_1^\Delta \text{ and } g^\Delta \geq rh_2^\Delta \). Considering \( \Delta \)-derivatives of functions \( f - mh_1 \) and \( g - rh_2 \) we find that
\[
(f - mh_1)^\Delta \geq 0 \text{ and } (g - rh_2)^\Delta \geq 0,
\]
hence \( f - mh_1 \) and \( g - rh_2 \) are increasing. Furthermore, from assumption \( f^\Delta \geq mh_1^\Delta \geq 0 \) we conclude that \( f \) is increasing. Applying the Chebyshev inequality (4) on two increasing functions \( f - mh_1 \) and \( h_2 \) we get
\[
T(f - mh_1, h_2) \geq 0, \text{ i.e. } T(f, h_2) \geq mT(h_1, h_2). \tag{7}
\]
Similarly, applying the Chebyshev inequality for two functionals (4) on two increasing functions \( g - rh_2 \) and \( f \) we get
\[
T(g - rh_2, f) \geq 0, \text{ i.e. } T(f, g) \geq rT(h_1, h_2). \tag{8}
\]
From (7) and (8) we get
\[
T(f, g) \geq rT(f, h_2) \geq mr \cdot T(h_1, h_2) \geq 0,
\]
where the last inequality is true since \( h_1 \) and \( h_2 \) are increasing. Other cases are proved in a similar manner. \( \Box \)

**Corollary 1.** Let \( A \) and \( B \) be isotonic linear functionals on \( L \), and let \( f, g : \mathbb{T} \to \mathbb{R} \) be \( \Delta \)-predifferentiable functions with region of differentiation \( D \) such that \( 0 \leq m \leq g^\Delta(x) \leq M \) for \( x \in D \).

(i) If \( f^\Delta \geq 0 \), then
\[
m \cdot T(f, e_1) \leq T(f, g) \leq M \cdot T(f, e_1), \tag{9}
\]
where \( e_1(x) = x \).

(ii) If \( f^\Delta \leq 0 \), then the reverse signs in the above inequality hold.

**Proof.** Putting in the previous theorem 6(i):
\[
f = f, \quad g = g, \quad h_1 = f, \quad h_2 = e_1, \quad m = 1, \quad r = m
\]
we get the first inequality in (9). The second inequality is a consequence of Theorem 4. Of course, this corollary can be proved directly applying the Chebyshev inequality on pairs of functions \( f \) and \( g - me_1 \), or \( f \) and \( Me_1 - g \). \( \Box \)

**Remark 1.** If in Theorem 6 and Corollary 1 we substitute \( \Delta \) with \( \nabla \) we get corresponding results from \( \nabla \) calculus.
4. Applications

In this section we give applications of the previous theorems for some particular cases. Also, we list papers in which particular cases of results from Sections 2 and 3 appear.

4.1. $\Delta$-integral

Let $a, b \in \mathbb{T}$ with $a < b$ and let $A$ and $B$ be Cauchy $\Delta$-integrals of $f$, i.e. $A(f) = B(f) = \int_a^b w(x)f(x)\Delta x, w \geq 0$. Definition and properties of it are given in [5] and [11].

Using the fact that $A$ is an isotonic linear functional (see [2]), and if assumptions of Theorem 4 are satisfied we get the following Chebyshev-Grüss inequality:

$$\left| \int_a^b w(x)\Delta x \int_a^b w(x)f(x)g(x)\Delta x - \int_a^b w(x)f(x)\Delta x \int_a^b w(x)g(x)\Delta x \right|$$

$$\leq \left\| \frac{f^{\Delta}}{h_1^{\Delta}} \right\|_\infty \left\| \frac{g^{\Delta}}{h_2^{\Delta}} \right\|_\infty \left| \int_a^b w(x)\Delta x \int_a^b w(x)h_1(x)h_2(x)\Delta x \right.$$  

$$- \int_a^b w(x)h_1(x)\Delta x \int_a^b w(x)h_2(x)\Delta x \right|.$$  \hspace{1cm} (10)

Let us mention that, in general, Theorem 4 gives us a result for two different linear functionals, so we can, for example, use integrals with different weights.

REMARK 2. In paper [16, Theorem 9] another version of the Chebyshev-Grüss inequality (10) is given. They used $h_1(t) = h_2(t) = t$ and it is proved via the generalized Montgomery identity.

Results of Theorem 6 and Corollary 1 for $\Delta$-integral seem to be quite new.

4.2. $\nabla$-integral

Let us define $A$ as $A(f) = \int_a^b w(x)f(x)\nabla x = B(f)$. More about $\nabla$-integral, especially about its properties and connections with the theory of linear functionals can be found in [2] and [5]. Applying Theorem 5 we get the following Chebyshev-Grüss inequality:

$$\left| \int_a^b w(x)\nabla x \int_a^b w(x)f(x)g(x)\nabla x - \int_a^b w(x)f(x)\nabla x \int_a^b w(x)g(x)\nabla x \right|$$

$$\leq \left\| \frac{f^{\nabla}}{h_1^{\nabla}} \right\|_\infty \left\| \frac{g^{\nabla}}{h_2^{\nabla}} \right\|_\infty \left| \int_a^b w(x)\nabla x \int_a^b w(x)h_1(x)h_2(x)\nabla x \right.$$  

$$- \int_a^b w(x)h_1(x)\nabla x \int_a^b w(x)h_2(x)\nabla x \right|.$$  \hspace{1cm} (11)

where $f, g, h_1, h_2$ satisfy assumptions of Theorem 5. We don’t find any results of that type in literature and it seems new to us. Also, a $\nabla$-analogue of Theorem 6 contains new results.
4.3. $q$-integral

Let $0 < q < 1$, $b > 0$ and $\mathbb{T} = \{0\} \cup \{bq^n : n = 0, 1, 2, \ldots\}$. For a function $f : \mathbb{T} \to \mathbb{R}$ we have

$$f^q(t) = \frac{f(qt) - f(t)}{(q - 1)t}, \quad t \neq 0,$$

and $f^q(0) = \lim_{s \to 0} \frac{f(s) - f(0)}{s}$ if this limit exists. In $q$-calculus the number $f^q(t)$ is usually noted as $D_q(f)(t)$ and called a $q$-derivative of a function $f$ at a point $t$. The Jackson integral of $f$ (or $q$-integral) is defined as

$$I_q(f) = \int_0^b f(x)d_q(x) := b(1 - q) \sum_{n=0}^{\infty} q^n f(bq^n).$$

In particular case, when $h_1(x) = h_2(x) = x$, $A = B = I_q$ inequality (6) becomes

$$|bI_q(fg) - I_q(f)I_q(g)| \leq ||D_q(f)|| ||D_q(g)|| \frac{qb^4}{(1 + q + q^2)(1 + q)^2},$$

with $||D_q(f)|| = \sup_{t \in \mathbb{T}} |D_q(f)(t)|$.

In [20] one can find a similar result proved by the Montgomery identity, while in [17] an inequality of Chebyshev-Grüss type involving $q$-derivative and $q$-integral on a general interval $[a, b]$ is given. The proof of the last-mentioned result is based on the properties of Lipschitz functions.

4.4. Continuous case – isotonic functionals, the Riemann integral

If $\Delta$-derivative coincides with classical derivative a result from Theorem 4 for one linear functional, i.e. a case $A = B$ is given in [15]. In that paper the proof is based on the Cauchy mean-value theorem. A case when $h_1 = h_2 = h$ is rediscovered in [10] but using different proof. In fact, that proof is based on the Chebyshev inequality and we use their idea in our proof of Theorem 4.

Furthermore, if $A(f) = B(f) = \int_a^b w(x)f(x)dx$, $w \geq 0$, then inequality (5) becomes:

$$\left| \int_a^b w(x)dx \int_a^b w(x)f(x)g(x)dx - \int_a^b w(x)f(x)dx \int_a^b w(x)g(x)dx \right| \leq \left| \int_a^b w(x)dx \int_a^b w(x)h_1(x)h_2(x)dx - \int_a^b w(x)h_1(x)dx \int_a^b w(x)h_2(x)dx \right|,$$

where $f, g, h_1, h_2$ satisfy assumptions of Theorem 4 for this particular case. The case when $h_1(x) = h_2(x) = x$ is proved in [9]. For $w = 1$ we get inequality (2).

Putting in Theorem 6(i): $A(f) = B(f) = \int_a^b w(t)f(t)dt$, $h_1(x) = h_2(x) = x - a$, $f$ and $g$ are two differentiable, monotonic functions in the same direction with $|f'(x)| \geq m$ and $|g'(x)| \geq r$ on $[a, b]$, then we get result from [14].

If $h_1(x) = x - a$, $h_2(x) = b - x$, $f$ and $g$ are two differentiable, monotonic functions in the opposite direction with $|f'(x)| \geq m$ and $|g'(x)| \geq r$ on $[a, b]$, then Theorem 6(ii) gives result from [14], also.
4.5. Continuous case – fractional integral operators

Let us consider a fractional hypergeometric operator \( I^a_b \) which covers several types of well-known fractional operators: the Riemann-Liouville fractional integral operator \( \beta = -\alpha \), \( \eta = \mu = 0 \), the Erdélyi-Kober operator \( \beta = 0, \mu = 0 \) and Saigo operator \( \mu = 0 \).

If \( t > 0 \), \( \alpha > \max\{0, -\beta - \mu\} \), \( \mu > -1 \), \( \beta - 1 < \eta < 0 \), then a fractional hypergeometric operator is defined as
\[
A(f) = I^a_b \alpha, \eta, \mu \{ f \} := \frac{t^{-\alpha - \beta - 2\mu}}{\Gamma(\alpha)} \int_0^t \sigma^{\mu} (t - \sigma)^{\alpha - 1} \mathbb{F}_1 \left( \alpha + \beta + \mu, -\eta, \alpha; 1 - \frac{\sigma}{t} \right) f(\sigma) d\sigma
\]
where the function \( \mathbb{F}_1(a, b, c, t) = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n}{(c)_n n!} t^n \) is the Gaussian hypergeometric function and \( (a)_n \) is the Pochhammer symbol: \( (a)_n = a(a+1) \ldots (a+n-1) \), \( (a)_0 = 1 \), \[3\]. A functional \( A(f) = I^a_b \alpha, \eta, \mu \{ f(t) \} \) is isotonic linear, so we can write the Chebyshev-Grüss type inequality for fractional hypergeometric operators.

**Theorem 7.** Let \( p, q, f, g, h_1, h_2 \) be functions on \([0, \infty)\), \( p, q \geq 0 \), \( f, g \) differentiable, \( h_1, h_2 \) differentiable, strictly monotonic in the same direction. Let \( t > 0 \), \( \alpha > \max\{0, -\beta - \mu\} \), \( \mu > -1 \), \( \beta - 1 < \eta < 0 \), \( \gamma > \max\{0, -\delta - \nu\} \), \( \nu > -1 \), \( \delta - 1 < \zeta < 0 \).

If \( \left\| \frac{f'}{h_1} \right\|_\infty, \left\| \frac{g'}{h_2} \right\|_\infty < \infty \), then
\[
\begin{align*}
&\left| I^a_b \alpha, \eta, \mu \{ p \} I^\gamma_2, \delta, \xi, \nu \{ qf \} + I^a_b \alpha, \eta, \mu \{ pf \} I^\gamma_2, \delta, \xi, \nu \{ qg \} - I^a_b \alpha, \eta, \mu \{ pfg \} I^\gamma_2, \delta, \xi, \nu \{ q \} \right| \\
&\leq \left| \frac{f'}{h_1} \right|_\infty \left| \frac{g'}{h_2} \right|_\infty \left| I^a_b \alpha, \eta, \mu \{ p \} I^\gamma_2, \delta, \xi, \nu \{ qh_1 \} + I^a_b \alpha, \eta, \mu \{ ph_1 h_2 \} I^\gamma_2, \delta, \xi, \nu \{ q \} \right| \\
&- I^a_b \alpha, \eta, \mu \{ ph_1 h_2 \} I^\gamma_2, \delta, \xi, \nu \{ qh_2 \} - I^a_b \alpha, \eta, \mu \{ ph_2 \} I^\gamma_2, \delta, \xi, \nu \{ qh_1 \} \right|
\end{align*}
\]

**Proof.** It is a consequence of Theorem 4 for \( A(f) = I^a_b \alpha, \eta, \mu \{ pf \} \) and \( B(f) = I^\gamma_2 \delta, \xi, \nu \{ qf \} \). □

A particular case of Theorem 7 for two Riemann-Liouville fractional operators \( A(f) = J^\alpha_2 pf(t) \), \( B(f) = J^\beta qf(t) \) and \( h(t) = t \) is given in \[8\]. An analogue result for two Riemann-Liouville \( q \)-integrals can be find in \[7\]. Furthermore, the Chebyshev-Grüss type inequality for the Saigo \( q \)-integral operators is given in \[19\].

Some results of the third section also can be found in recent literature. For example, if \( A \) and \( B \) are the same non-weighted Riemann-Liouville fractional integrals, i.e. \( A(f) = B(f) = J^\alpha f(t) \), then results from Corollary 1 are given in \[4\]. Results of the same Corollary but for one fractional hypergeometric operator are given in \[3\].

Here we give results for only one class of fractional integral operators, i.e. for fractional hypergeometric operators. Of course, analogue results, which are consequences of Theorems 4 and 6 and Corollary 1 hold for other types of fractional integral operators which have isotonic property, for example, for the Hadamard operator, for the Katugampola operator, the Agrawal integral operator etc.
4.6. Discrete case

Let $\mathbb{T} \subseteq \mathbb{N}$. Then functions $f, g, h_1, h_2$ become sequences $(f_k)_k$, $(g_k)_k$, $(h_{1k})_k$, $(h_{2k})_k$, and $\Delta$-derivative becomes a difference $\Delta$ between two consecutive elements of a sequence, i.e. $\Delta a_k = a_{k+1} - a_k$. For this particular case a part (i) of Theorem 6 has the following form.

**THEOREM 8.** Let $(p_k)_k$ and $(q_k)_k$ be non-negative $n$-tuples. If real $n$-tuples $(h_{1k})_k$, $(h_{2k})_k$ are monotonic in the same direction with property: $\Delta h_{ik} \neq 0$ for all $k = 1, \ldots, n$, $i = 1, 2$, and if for some non-negative $m, r$

$$
\left( \frac{\Delta f_k}{\Delta h_{1k}} \geq m \text{ and } \frac{\Delta g_k}{\Delta h_{2k}} \geq r \right) \text{ or } \left( \frac{\Delta f_k}{\Delta h_{1k}} \leq -m \text{ and } \frac{\Delta g_k}{\Delta h_{2k}} \leq -r \right)
$$

for $k = 1, \ldots, n$, then

$$
\sum p_k f_k g_k \sum q_k + \sum p_k \sum q_k f_k q_k - \sum p_k f_k \sum q_k g_k - \sum p_k g_k \sum q_k f_k
$$

$$
\geq mr \left( \sum p_k h_{1k} h_{2k} \sum q_k + \sum p_k \sum q_k h_{1k} h_{2k} - \sum p_k h_{1k} \sum q_k h_{2k} - \sum p_k h_{2k} \sum q_k h_{1k} \right).
$$

The above result for same $n$-tuples $p$ and $q$, $h_{1k} = h_{2k} = k$, and corresponding variant of Theorem 4 is given in [14]. Other parts of Theorem 6 can also be given in discrete form.
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GENERALIZED INTEGRAL INEQUALITIES FOR CONVEX FUNCTIONS

M. EMIN ÖZDEMIR AND ALPER EKINCI

(Communicated by S. Varošanec)

Abstract. In this paper, we prove some general inequalities for convex functions and give Ostrowski, Hadamard and Simpson type results for a special case of these inequalities.

1. Introduction

The function $f : [a, b] \to \mathbb{R}$, is said to be convex, if we have

$$f(tx + (1-t)y) \leq tf(x) + (1-t)f(y)$$

for all $x, y \in [a, b]$ and $t \in [0, 1]$. For more information see the papers [3], [1], [2].

Let $f : I \subseteq \mathbb{R} \to \mathbb{R}$ be a convex function and let $a, b \in I$, with $a < b$. The following double inequality:

$$f\left(\frac{a+b}{2}\right) \leq \frac{1}{b-a} \int_{a}^{b} f(x) \, dx \leq \frac{f(a) + f(b)}{2}$$

is known in the literature as Hadamard’s inequality.

In 1928 Ostrowski proved the following famous inequality:

THEOREM 1. Let $f : [a, b] \to \mathbb{R}$ be continuous on $[a, b]$ and differentiable on $(a, b)$ and its derivative $f' : (a, b) \to \mathbb{R}$ be bounded on $(a, b)$, that is, $||f'||_{\infty} := \sup_{t \in (a,b)} |f'(x)| < \infty$. Then for any $x \in [a, b]$, the following inequality holds:

$$\left| f(x) - \frac{1}{b-a} \int_{a}^{b} f(t) \, dt \right| \leq \frac{1}{4} \left( \frac{x - a + b}{(b - a)^2} \right)^2 (b - a) \left| f'(x) \right|_{\infty}.$$  

The inequality is sharp in the sense that the constant $1/4$ cannot be replaced by a smaller one. In the rest of this section we list known results which we will generalize in the following section.

Sarikaya et al. obtained following Simpson type inequalities in [5].


Keywords and phrases: Convex functions, Hermite-Hadamard inequality, Simpson’s inequality, power-mean inequality, Ostrowski’s inequality; Hölder’s inequality.
THEOREM 2. Let \( f : I \subseteq \mathbb{R} \rightarrow \mathbb{R} \) be a differential mapping on \( I^o \) such that \( f' \in L_1[a,b] \), where \( a,b \in I \) with \( a < b \). If \( |f'| \) is convex on \([a,b]\), then the following inequality holds:

\[
\left| \frac{1}{6} \left[ f(a) + 4f \left( \frac{a+b}{2} \right) + f(b) \right] - \frac{1}{b-a} \int_a^b f(x)dx \right| \leq \frac{5(b-a)}{72} \left( |f'(a)| + |f'(b)| \right). \tag{1}
\]

THEOREM 3. Let \( f : I^o \subseteq \mathbb{R} \rightarrow \mathbb{R} \) be a differential mapping on \( I^o \) such that \( f' \in L_1[a,b] \), where \( a,b \in I \) with \( a < b \). If \( |f'|^q \) is convex on \([a,b]\), \( q \geq 1 \), then the following inequality holds:

\[
\left| \frac{1}{6} \left[ f(a) + 4f \left( \frac{a+b}{2} \right) + f(b) \right] - \frac{1}{b-a} \int_a^b f(u)du \right| \leq \frac{(b-a)}{72} \left\{ \left[ \frac{61 |f'(b)|^q + 29 |f'(a)|^q}{18} \right]^{\frac{1}{q}} \right. \\
+ \left. \left[ \frac{61 |f'(a)|^q + 29 |f'(b)|^q}{18} \right]^{\frac{1}{q}} \right\}. \tag{2}
\]

Estimation for the difference between the middle and the leftmost term in the Hadamard inequality was proved by Kirmaci in [8].

THEOREM 4. Let \( f : I^o \rightarrow \mathbb{R} \) be a differential mapping on \( I^o \), \( a,b \in I^o \) with \( a < b \). If \( |f'| \) is convex on \([a,b]\), then we have

\[
\left| \frac{1}{b-a} \int_a^b f(x)dx - f \left( \frac{a+b}{2} \right) \right| \leq \frac{b-a}{4} \left( \frac{|f'(a)| + |f'(b)|}{2} \right). \tag{3}
\]

Similarly, bound for the difference between the middle and the rightmost term in the Hadamard inequality was considered by Dragomir and Agarwal in [7] and has the following forms.

THEOREM 5. Let \( f : I^o \subseteq \mathbb{R} \rightarrow \mathbb{R} \) be a differential mapping on \( I^o \), \( a,b \in I^o \) with \( a < b \). If \( |f'| \) is convex on \([a,b]\), then the following inequality holds:

\[
\left| \frac{f(a) + f(b)}{2} - \frac{1}{b-a} \int_a^b f(x)dx \right| \leq \frac{(b-a)}{8} \left[ |f'(a)| + |f'(b)| \right]. \tag{4}
\]
THEOREM 6. Let \( f : I^o \subseteq \mathbb{R} \rightarrow \mathbb{R} \) be a differential mapping on \( I^o, a,b \in I^o \) with \( a < b \) and let \( p > 1 \). If the new mapping \( |f'|^{p/(p-1)} \) is convex on \([a,b]\), then the following inequality holds:

\[
\left| \frac{f(a) + f(b)}{2} - \frac{1}{b-a} \int_a^b f(x) \, dx \right| \leq \frac{(b-a)}{2(p+1)^{1/p}} \left[ \frac{|f'(a)|^{p/p-1} + |f'(b)|^{p/p-1}}{2} \right]^{(p-1)/p}.
\]

In this paper we give inequalities involving \( m \) harmonic polynomials and a function \( f \) such that \( |f^{(m)}|^{q} \) is convex for some \( q \geq 1 \) and \( n \in \mathbb{N} \). After each general inequality we obtain a result related to particular case \( n = 1, m = 2 \) and point out that for some especial values of our variables \( h \) and \( c \), these results become the known results given in the above text.

2. Main results

In the further text \( m \) and \( n \) are fixed integers, \( \sigma := \{a = x_0 < x_1 < x_2 < \ldots < x_m = b\} \) is a division of an interval \([a,b]\) with \( m+1 \) nodes, \( \sigma' := \{0 = s_0 < s_1 < \ldots < s_m = 1\} \) is a corresponding division of the interval \([0,1]\) connected with \( \sigma \) by relation \( s_j = \frac{x_j-a}{b-a} \).

Let \( \{P_{jk}\}_{k \in \mathbb{N}}, \ j = 1, \ldots, m \) be harmonic sequences of polynomials, i.e. \( P'_{jk} = P_{j,k-1}, \ k \in \mathbb{N}, \ P_{j0} = 1, \ j = 1, \ldots, m \). Let us define a kernel \( S_n \) as

\[
S_n(t, \sigma) = \begin{cases} 
P_{1n}(t), & t \in [a,x_1] \\
P_{2n}(t), & t \in (x_1,x_2) \\
\vdots \\
P_{mn}(t), & t \in (x_{m-1},b]. 
\end{cases}
\]

In paper [4] Pečarić and Varošanec gave the following identity for \( n \)-times differentiable function \( f \) on \([a,b]\):

\[
(-1)^n \int_a^b S_n(x, \sigma) f^{(n)}(x) \, dx = \int_a^b f(t) \, dt + \sum_{k=1}^n (-1)^k \left[ P_{mk}(b) f^{(k-1)}(b) \right. \\
+ \sum_{j=1}^{m-1} \left[ P_{jk}(x_j) - P_{j+1,k}(x_j) \right] f^{(k-1)}(x_j) - P_{1k}(a) f^{(k-1)}(a) \left].
\]

For further applications of this identity see [4], [6].

Let us denote the right-hand side of the above identity by \( I_m \). Using substitution
x = tb + (1 - t)a on the left handside of (6) we get

\[ (-1)^n \int_a^b S_n(x, \sigma) f^{(n)}(x) \, dx \]

\[ = (-1)^n (b - a) \int_0^1 S_n(tb + (1 - t)a, \sigma) f^{(n)}(tb + (1 - t)a) \, dt. \]

Using notation \( C_n(t, \sigma') = (b - a)S_n(tb + (1 - t)a) \) identity (6) becomes

\[ (-1)^n \int_0^1 C_n(t, \sigma') f^{(n)}(tb + (1 - t)a) \, dt = I_m. \]  

(7)

Also, in the further text we use abbreviations \( K_{jn}(t) = (b - a)P_{jn}(tb + (1 - t)a), j = 1, \ldots, m, \) i.e.

\[ C_n(t, \sigma') = \begin{cases} 
K_{1n}(t), & t \in [0, s_1] \\
K_{2n}(t), & t \in (s_1, s_2] \\
& \vdots \\
K_{mn}(t), & t \in (s_{m-1}, 1]. 
\end{cases} \]

**Theorem 7.** Let \( f : I \subseteq \mathbb{R} \rightarrow \mathbb{R} \) be an \( n \)-times differentiable function on \( I^o \), \( a, b \in I^o, a < b \) and \( |f^{(n)}| q \) be convex on \( [a, b] \) for some \( q \geq 1 \) such that \( S_n(t, \sigma) f^{(n)}(t) \) is integrable on \([a, b]\). Then

\[ |I_m| \leq \sum_{j=1}^m \left( \int_{s_{j-1}}^{s_j} |K_{jn}(t)| \, dt \right)^{1 - \frac{1}{q}} \left\{ \left| f^{(n)}(b) \right| q \left( \int_{s_{j-1}}^{s_j} t \, |K_{jn}(t)| \, dt \right) ^{\frac{1}{q}} + \left| f^{(n)}(a) \right| q \left( \int_{s_{j-1}}^{s_j} (1 - t) \, |K_{jn}(t)| \, dt \right) ^{\frac{1}{q}} \right\}. \]  

(8)

**Proof.** Using (7) and the power-mean inequality for \( q \geq 1 \) we have

\[ |I_m| \leq \int_0^1 \left| C_n(t, \sigma') \right| \left| f^{(n)}(tb + (1 - t)a) \right| \, dt \]

\[ = \sum_{j=1}^m \int_{s_{j-1}}^{s_j} \left| K_{jn}(t) \right| \left| f^{(n)}(tb + (1 - t)a) \right| \, dt \]

\[ \leq \sum_{j=1}^m \left( \int_{s_{j-1}}^{s_j} \left| K_{jn}(t) \right| \, dt \right)^{1 - \frac{1}{q}} \left( \int_{s_{j-1}}^{s_j} \left| K_{jn}(t) \right| \left| f^{(n)}(tb + (1 - t)a) \right| q \, dt \right)^{\frac{1}{q}}. \]
Since $\left| f^{(n)} \right|^q$ is convex we have

$$|I_m| \leq \sum_{j=1}^{m} \left( \int_{s_{j-1}}^{s_j} \left| K_{jn}(t) \right| dt \right)^{1 - \frac{1}{q}} \times \left( \int_{s_{j-1}}^{s_j} \left| K_{jn}(t) \right| \left( t \left| f^{(n)}(b) \right|^q + (1 - t) \left| f^{(n)}(a) \right|^q \right) dt \right)^{\frac{1}{q}}$$

$$= \sum_{j=1}^{m} \left( \int_{s_{j-1}}^{s_j} \left| K_{jn}(t) \right| dt \right)^{1 - \frac{1}{q}} \times \left( \left| f^{(n)}(b) \right|^q \int_{s_{j-1}}^{s_j} t \left| K_{jn}(t) \right| dt + \left| f^{(n)}(a) \right|^q \int_{s_{j-1}}^{s_j} (1 - t) \left| K_{jn}(t) \right| dt \right)^{\frac{1}{q}}.$$  

So, we deduce the desired result. □

The case when $q = 1$ is significant, so we write that result as the following corollary.

**COROLLARY 1.** If $f$ satisfies assumptions of Theorem 7 with $q = 1$ which also means $\left| f^{(n)} \right|$ is convex on $[a, b]$, then

$$|I_m| \leq \left| f^{(n)}(b) \right| \sum_{j=1}^{m} \int_{s_{j-1}}^{s_j} t \left| K_{jn}(t) \right| dt + \left| f^{(n)}(a) \right| \sum_{j=1}^{m} \int_{s_{j-1}}^{s_j} (1 - t) \left| K_{jn}(t) \right| dt.$$  

(9)

**COROLLARY 2.** If $f$ satisfies assumptions of Theorem 7 with $n = 1$, $m = 2$, then

$$\left| h \left[ f(a) + f(b) \right] + (1 - 2h) f(x) - \frac{1}{b - a} \int_{a}^{b} f(u) du \right|$$

$$\leq (b - a) \left\{ \left( \frac{c^2}{2} - hc + h^2 \right)^{1 - \frac{1}{q}} \left[ \lambda_1 \left| f'(b) \right|^q + \lambda_2 \left| f'(a) \right|^q \right]^{\frac{1}{q}} + \left( \frac{c^2 + 1}{2} - (c + h)(1 - h) \right)^{1 - \frac{1}{q}} \left[ \lambda_3 \left| f'(b) \right|^q + \lambda_4 \left| f'(a) \right|^q \right]^{\frac{1}{q}} \right\}.$$  

(10)
where \( x \in [a,b] \), \( h \in [0, \frac{1}{2}] \), \( c = \frac{x-a}{b-a} \) such that \( h \leq c \leq 1-h \) and

\[
\begin{align*}
\lambda_1 &= \frac{1}{6} (2c^3 - 3c^2h + 2h^3) \\
\lambda_2 &= \frac{1}{6} (-6ch + 6h^2 - 2h^3 - 2c^3 + 3c^2 + 3c^2h) \\
\lambda_3 &= \frac{1}{6} (2c^3 + 3c^2h - 3c^2 - 2h^3 + 6h^2 - 3h + 1) \\
\lambda_4 &= \frac{1}{6} (2 - 2c^3 + 6c^2 - 3c^2h + 6ch - 6c + 2h^3 - 3h).
\end{align*}
\]

**Proof.** Let us consider a division \( \sigma = \{a \leq x \leq b\} \) of an interval \([a,b]\). Let us define the kernel \( S_1(t, \sigma) \) as

\[
S_1(t, \sigma) = \begin{cases} 
P_{11}(t) = t - (1-h)a - hb, & t \in [a, x] \\
P_{21}(t) = t - ha - (1-h)b, & t \in (x, b].
\end{cases}
\]

Polynomials \( P_{11} \) and \( P_{21} \) are obviously harmonic. Denote by \( c := \frac{x-a}{b-a} \). Then we consider a corresponding division \( \sigma' = \{0 \leq c \leq 1\} \) of the interval \([0,1]\) and the kernel \( C_1(t, \sigma') \) is equal to

\[
C_1(t, \sigma') = \begin{cases} 
K_{11}(t) = (b-a)^2(t-h), & t \in [0, c] \\
K_{21}(t) = (b-a)^2(t-1+h), & t \in (c, 1].
\end{cases}
\]

Putting in Theorem 7 the kernel \( C_1(t, \sigma') \) after simple calculation with taking into account the condition \( h \leq c \leq 1-h \) that is,

\[
\int_0^c |t-h| dt = \int_0^h (h-t) dt + \int_h^c (t-h) dt = \frac{c^2}{2} - ch + h^2
\]

and

\[
\int_c^{1-h} |t-1+h| dt = \int_c^1 (1-h-t) dt + \int_{1-h}^1 (t-1+h) dt = \frac{c^2 + 1}{2} - (c+h)(1-h),
\]

we get the desired inequality. \( \square \)

**Remark 1.** If we set \( h = \frac{1}{6} \) and \( c = \frac{1}{2} \) in (10) we obtain inequality (2).

**Remark 2.** For different selections of parameters \( h \) and \( c \) in (10) we obtain the following Ostrowski, Simpson and Hadamard type inequalities.

(i) For the case \( q = 1, h = 0 \) we have

\[
\left| f(x) - \frac{1}{b-a} \int_a^b f(u) du \right| \leq \frac{b-a}{6} \left[ (1 - 3c^2 + 4c^3) |f'(b)| + (2 - 6c + 9c^2 - 4c^3) |f'(a)| \right]
\]
which is an Ostrowski type inequality. Furthermore, if $c = \frac{1}{2}$ we get inequality (3).

(ii) For the case $q = 1$, $h = \frac{1}{6}$ we obtain the following Simpson type inequality

$$\left| \frac{1}{6} [f(a) + 4f(x) + f(b)] - \frac{1}{b-a} \int_{a}^{b} f(u) \, du \right| \leq \frac{(b-a)}{6} \left[ \left( \frac{2}{3} - 3c^2 + 4c^3 \right) |f'(b)| + \left( \frac{5}{3} - 6c + 9c^2 - 4c^3 \right) |f'(a)| \right]$$

which for $c = \frac{1}{2}$ collapses to inequality (1).

(iii) If $q = 1$, $h = c = \frac{1}{2}$ we obtain the following Hadamard type inequality (4).

**Theorem 8.** Let $f : I \subseteq \mathbb{R} \rightarrow \mathbb{R}$ be an $n$-times differentiable mapping on $I^\circ$, $a, b \in I^\circ$, $a < b$, and $|f^{(n)}|^q$ is convex on $[a,b]$ for some $q > 1$, $S_n(t, \sigma) f^{(n)}(t)$ is integrable on $[a,b]$. Then the following inequality holds:

$$|I_m| \leq \left( \sum_{j=1}^{m} \int_{s_j}^{s_{j+1}} |K_{jn}(t)|^p \, dt \right)^{\frac{1}{p}} \left( \frac{\left| f^{(n)}(a) \right|^q + \left| f^{(n)}(b) \right|^q}{2} \right)^{\frac{1}{q}}, \quad (11)$$

where $\frac{1}{p} + \frac{1}{q} = 1$.

**Proof.** From (7) and property of modulus we have

$$|I_m| = \left| \int_{0}^{1} C_n(t, \sigma') f^{(n)}(tb + (1-t)a) \, dt \right| \leq \int_{0}^{1} \left| C_n(t, \sigma') f^{(n)}(tb + (1-t)a) \right| \, dt.$$

By using Hölder inequality we have

$$\left| \int_{0}^{1} C_n(t, \sigma') f^{(n)}(tb + (1-t)a) \, dt \right| \leq \left( \int_{0}^{1} \left| C_n(t, \sigma') \right|^p \, dt \right)^{\frac{1}{p}} \left( \int_{0}^{1} \left| f^{(n)}(tb + (1-t)a) \right|^q \, dt \right)^{\frac{1}{q}}.$$
Since $|f^{(n)}|^q$ is convex, by Hadamard inequality we get
\[
\int_0^1 |f^{(n)}(tb + (1-t)a)|^q \, dt \leq \frac{\left|f^{(n)}(a)\right|^q + \left|f^{(n)}(b)\right|^q}{2}.
\]

Also we have
\[
\int_0^1 |C_n(t, \sigma')|^p \, dt = \sum_{j=1}^{s_j} \int_{s_{j-1}}^{s_j} |K_{jn}(t)|^p \, dt.
\]

By combining these we deduce the desired result. \\

COROLLARY 3. If $f$ satisfies assumptions of Theorem 8 with $n = 1$, $m = 2$, then
\[
\left| h \left[ f(a) + f(b) \right] + (1-2h) f(x) - \frac{1}{b-a} \int_a^b f(u) \, du \right| \leq (b-a) \left( \frac{2h^{1+p} + (c-h)^{1+p} + (1-c-h)^{1+p}}{1+p} \right)^{\frac{1}{p}} \left( \frac{|f'(a)|^q + |f'(b)|^q}{2} \right)^{\frac{1}{q}},
\]
where $x \in [a,b]$, $h \in [0, \frac{1}{2}]$, $c = \frac{x-a}{b-a}$ such that $h \leq c \leq 1 - h$.

Proof. Putting in Theorem 8 the kernel $C_1(t, \sigma')$ defined as in the proof of Corollary 2, after simple calculation we get desired inequality. \\

REMARK 3. For different selections of the parameters $h$ and $c$ in (12) we obtain the following Ostrowski, Hadamard and Simpson type inequalities

(i) For the case $h = 0$ we have
\[
\left| f(x) - \frac{1}{b-a} \int_a^b f(u) \, du \right| \leq (b-a) \left( \frac{c^{1+p} + (1-c)^{1+p}}{1+p} \right)^{\frac{1}{p}} \left( \frac{|f'(a)|^q + |f'(b)|^q}{2} \right)^{\frac{1}{q}}.
\]

(ii) For the case $h = \frac{1}{2}$ and $c = \frac{1}{2}$ we obtain (5).

(iii) For $h = \frac{1}{6}$ and $c = \frac{1}{2}$ we have
\[
\left| \frac{1}{6} \left[ f(a) + 4f\left(\frac{a+b}{2}\right) + f(b) \right] - \frac{1}{b-a} \int_a^b f(u) \, du \right| \leq \frac{(b-a)}{6} \left( \frac{2^{1+p} + 1}{3(p+1)} \right)^{\frac{1}{p}} \left( \frac{|f'(a)|^q + |f'(b)|^q}{2} \right)^{\frac{1}{q}}.
\]
Theorem 9. Let \( f : I \subseteq \mathbb{R} \to \mathbb{R} \) be an \( n \)-times differentiable mapping on \( I^c \), \( a, b \in I^c, \ a < b \), and \( f^{(n)} \) is convex on \([a, b]\) for some \( q > 1 \), \( S_n(t, \sigma) f^{(n)}(t) \) is integrable on \([a, b]\). Then the following inequality holds:

\[
|I_m| \leq \sum_{j=1}^{m} \left( \int_{s_{j-1}}^{s_j} |K_{jn}(t)|^p \, dt \right)^{\frac{1}{p}} \left( \frac{|f^{(n)}(x_j)|^q + |f^{(n)}(x_{j-1})|^q}{2} \right)^{\frac{1}{q}},
\]

where \( \frac{1}{p} + \frac{1}{q} = 1 \).

Proof. By using (7), property of modulus and Hölder Inequality we have

\[
|I_m| \leq \int_{0}^{1} \left| C_n(t, \sigma^t) f^{(n)}(tb + (1-t)a) \right| dt.
\]

\[
\leq \sum_{j=1}^{m} \int_{s_{j-1}}^{s_j} \left| K_{jn}(t) f^{(n)}(tb + (1-t)a) \right| dt
\]

\[
\leq \sum_{j=1}^{m} \left( \int_{s_{j-1}}^{s_j} |K_{jn}(t)|^p \, dt \right)^{\frac{1}{p}} \left( \int_{s_{j-1}}^{s_j} |f^{(n)}(tb + (1-t)a)|^q \, dt \right)^{\frac{1}{q}}.
\]

Since \( |f^{(n)}|^q \) is convex, by using Hadamard inequality we get

\[
\int_{s_{j-1}}^{s_j} |f^{(n)}(tb + (1-t)a)|^q \, dt \leq \frac{|f^{(n)}(x_j)|^q + |f^{(n)}(x_{j-1})|^q}{2}.
\]

So, this implies (13). \( \square \)

Corollary 4. If \( f \) satisfies assumptions of Theorem 8 with \( n = 1, m = 2 \), then

\[
\left| h [f(a) + f(b)] + (1-2h) f(x) - \frac{1}{b-a} \int_{a}^{b} f(u) \, du \right|
\]

\[
\leq (b-a) \left\{ \left( \frac{h^{1+p} + (c-h)^{1+p}}{1+p} \right)^{\frac{1}{p}} \left( \frac{|f'(a)|^q + |f'(x)|^q}{2} \right)^{\frac{1}{q}}
\]

\[
+ \left( \frac{h^{1+p} + (1-c-h)^{1+p}}{1+p} \right)^{\frac{1}{p}} \left( \frac{|f'(b)|^q + |f'(x)|^q}{2} \right)^{\frac{1}{q}} \right\},
\]

where \( x \in [a, b], \ h \in [0, \frac{1}{2}], \ c = \frac{x-a}{b-a} \) such that \( h \leq c \leq 1-h \).
Proof. Putting in Theorem 9 the kernel $C_{n}(t,\sigma')$ defined as in the proof of Corollary 2, after simple calculation we get desired inequality. □

REMARK 4. For different selections of the parameters $h$ and $c$ in (14) we obtain the following Ostrowski, Hadamard and Simpson type inequalities

(i) For the case $h = 0$ we have

$$
\left| f(x) - \frac{1}{b-a} \int_{a}^{b} f(u) du \right|
\leq (b-a) \left\{ \left( \frac{c^{1+p}}{1+p} \right)^{\frac{1}{p}} \left( \frac{|f'(a)|^q + |f'(x)|^q}{2} \right)^{\frac{1}{q}} 
+ \left( \frac{(1-c)^{1+p}}{1+p} \right)^{\frac{1}{p}} \left( \frac{|f'(b)|^q + |f'(x)|^q}{2} \right)^{\frac{1}{q}} \right\}.
$$

(ii) For the case $h = \frac{1}{2}$ and $c = \frac{1}{2}$ we get the following inequality

$$
\left| \frac{f(a) + f(b)}{2} - \frac{1}{b-a} \int_{a}^{b} f(u) du \right|
\leq \frac{(b-a)}{2} \left\{ \frac{1}{2(1+p)} \left( \frac{|f'(a)|^q + |f'(\frac{a+b}{2})|^q}{2} \right)^{\frac{1}{q}} 
+ \left( \frac{|f'(b)|^q + |f'(\frac{a+b}{2})|^q}{2} \right)^{\frac{1}{q}} \right\}.
$$

(iii) For $h = \frac{1}{6}$ and $c = \frac{1}{2}$ we have the following Simpson type inequality

$$
\left| \frac{1}{6} \left[ f(a) + 4f\left(\frac{a+b}{2}\right) + f(b) \right] - \frac{1}{b-a} \int_{a}^{b} f(u) du \right|
\leq \frac{(b-a)}{6} \left\{ \frac{2^{1+p} + 1}{6(p+1)} \left( \frac{|f'(a)|^q + |f'(\frac{a+b}{2})|^q}{2} \right)^{\frac{1}{q}} 
+ \left( \frac{|f'(b)|^q + |f'(\frac{a+b}{2})|^q}{2} \right)^{\frac{1}{q}} \right\}.
$$
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